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FINITE AUTOMATA

After going through this chapter, you should be able to understand :

« Alphabets, Strings and Languages
o Mathematical Induction

« Finite Automata

« Equivalence of NFAand DFA

o NFAwith ¢ - moves

14 ALPHABETS, STRINGS & LANGUAGES
Alphabet
Analphabet, denoted by 5 ,is afinite and nonempty set of symbols.

Example:
1. If g is an alphabet containing all the 26 characters used in English language, then

s is finite and nonempty set,and = = {&, b, ¢, ..., z}.
2. X =1{0,]} isanalphabet.
3. ¥ ={1,2,3,.} is not an alphabet because it is infinite.
4. 7 ={} isnotanalphabet because it isempty.

String
A string is a finite sequence of symbols from some alphabet.
Example :

"xyz " isastring over an alphabet T = {a, bc,...,z} . Theempty stringor null string is
denoted by e.
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Length of a string

The length of a string is the number of symbols inthat string. If w isa string then its length
isdenoted by | w]|.

Example :

1. w=abed , then length of w is | w|= 4
2. n=o0l0 isastring,then|n|= 3
3. ¢ isthe empty string and has length zero.

The set of strings of length K (K > 1)

Let 5 beanalphabetand X = {a, b}, thenall strings of length K (K > 1) isdenoted by v« ‘
X ={w:wisastring of length K, K > 1}

Example:

1. Z={ab}, then
! ={a,b},
2% ={aa,ab, ba,bb},
¥ = {aaa,aab,aba,abb baa, bab,bba,bbb}
| =Y = 2 = 2' (Number of strings of length one),
| 2| = 4 = 2% (Number of strings of length two), and
| =% = 8 = 2* (Number of strings of length three)
2. §=1{0,1,2} ,then §? = {00,01,02,11, 10,12,22,20,21} ,and | §?|= 9 = 3?

Concatenation of strings

If w; and w, are two strings then concatenation of w, with w, is a string and it is denoted by

wyw, . In other words, we can say that w, is followed by w, and | wyw,| = | wy| + | w,|.
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Prefix of a string

A string obtained by removing zero or more trailing symbols is called prefix. For example, ifa
string w = gbe »then a,ab ,abc areprefixesof w.

Suffix of a string

A string obtained by removing zero or more leading symbols is called suffix. For example, if a
string w = abe »then ¢, bc,abe are suffixes of w.
Astring a is a proper prefix or suffix of a string w ifandonlyif a = w .

Substrings of a string

A string obtained by removing a prefix and a suffix from string w is called substring of w . For
example, ifastring w = abe ,then p isasubstringof w. Every prefix and suffix of string w is
asubstring of w , but not every substring of w is a prefix or suffix of w. Forevery string w, both
w and e are prefixes, suffixes, and substrings of w.

Substring of w = w —(one prefix)—(one suffix).

Language

A Language L over ., is a subset of x', i. e, itis a collection of strings over the
alphabet 5. ¢ ,and {€} are languages. The language ¢ is undefined as similar to infinityand
{&} is similar to an empty box i.e. alanguage without any string.

Example:

1. L, ={01,0011,000111 } is a language over alphabet {0,1}
2. L, ={e,0,00,000 ...} is alanguage over alphabet {0}
3. I, ={0"1"2" :n 21} isalanguage.

Kleene Closure of a Language

Let 7 bealanguage over somealphabet 5. . ThenKleene closure of 7, is denoted by 7, * and
itis also known as reflexive transitive closure, and defined as follows :
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L* = {Sét of all words over X}
= {word of length zero, words of length one, words of length two, ...}

=uchH=rovrovru..
K=0

Example:

1. X ={a,b} andalanguage 1, over 5. Then
I*=rourulu....
L= {g
L' ={a,b},
I? = {aa,ab,ba,bb} and soon.
So, L*={e,a,b,aa,ab,ba,bb...}
2. S ={0}, then S* = {€,0,00,000,0000 ,00000 ,....}

Positive Closure

If 3 isanalphabet then positive closure of 3 is denoted by y+ and defined as follows :
st = 2" - {g = {Set of all words over T excluding empty string
Example :
if £ = {0} ,then £* = {0,00,000 ,0000 ,00000 ...}

1.2 MATHEMATICAL INDUCTION

Based on general observations specific truths can be identified by reasoning. This principle is
called mathematical induction. The proof by mathematical induction involves four steps.

Basis : Thisisthestarting point foran induction. Here, prove that the result is true forsomen=0or 1.
Induction Hypothesis : Here, assume that the result is true forn=k .
Induction step : Prove that the result is true for somen=k+1.

Proof of induction step : Actual proof.
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Example : Prove the following series by principle of induction 1+2+3+

Solution : '
Basis :
Letn=1
LH.S=1landR H S =D

2
So the result is true forn=1

Induction hypothesis :

By induction hypothesis we assume this result is true forn=k

_ k(k+1)

Le 1+24+3 4 k >

Inductive step :

We have to prove that the resultis true for ;= £ 41

e 1+24+3+...... +k+k+l=w
Proof of induction step :
L.H.S =142+ 34 +k+k+1
=(k+l)[§+l)
(k1) (k+2)
a 2
_ k+1) (2k+}-+1)=R.H.S

Hence the proof.
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1.3 FINITE AUTOMATA (FA)

A finite automata consists of a finite memory called input tape, a finite - nonempty set of states, an
input alphabet, a read - only head , a transition function which defines the change of configuration,
an initial state, and a finite - non empty set of final states.

A model of finite automata is shown in figure 1.1.

v $

l«— Input Tape

T\*—— Reading Head

Finite Control

FIGURE 1.1 : Model of Finite Automata

The input tape is divided into cells and each cell contains one symbol from the input alphabet.
The symbol "y' is used at the leftmost cell and the symbol '$' is used at the rightmost cell to

indicate the beginning and end of the input tape. The head reads one symbol on the input tape
and finite control controls the next configuration. The head can read either from left - to - right or
right - to -left one cell at a time. The head can't write and can't move backward. So, FA can't
remember its previous read symbols. This is the major limitation of FA.

Deterministic Finite Automata (DFA)

A deterministic finite automata M can be described by 5 -tuple (Q, Z, 3, q,, F) , where

1. Qis finite, nonempty set of states,

2. v isaninputalphabet,

3. § istransition function whichmaps Q xZ — Q i.e. thehead reads a symbol in its present
state and moves into next state.
q, €Q,knownasinitial state

5. FcQ,knownassetof final states.
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Non - deterministic Finite Automata (NFA)

A non - deterministic finite automata M can be described by 5 - tuple (Q, =, 8, q,, F),where

1

2.
3.

5.

Qs finite, nonempty set of states,
¥, isaninput alphabet,

§ is transition function whichmaps Q x = — 2° i.e., thehead reads a symbol in its present
state and moves into the set of next state (s) . 2@ is power setof Q,

q, €Q, known as initial state , and

F c Q, known as set of final states.

The difference between a DFA and a NFA is only in transition function. In DFA, transition
function maps on at most one state and in NFA transition function maps on at least one state for

avalid input symbol.

States of the FA

FA has following states :

1. Initial state : Initial state is an unique state ; from this state the processing starts.

2. Final states : These are special states in which if execution of input string is ended then
execution is known as successful otherwise unsuccessful.

3. Non-final states : All states except final states are known as non - final states.

4. Hang -states : These are the states, which are not included into Q, and after reaching these

states FA sits in idle situation. These have no outgoing edge. These states are generally
denoted by ¢ . For example, consider a FA shown in figure1.2.

FIGURE 1.2 : Finite Automata

q, istheinitial state, q,, g, are final states, and ¢ is the hang state.
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Notations used for representing FA

We represent a FA by describing all the five - terms (Q, Z, §, q,, F). By using diagram to

represent FA make things much clearer and readable. We use following notations for representing
the FA:

1. Theinitial state is represented by a state within a circle and an arrow entering into circle as

shown below :
(Initial state g, )

2. Final state is represented by final state within double circles :
I (Final state g, )

3. Thehang stateis represented by the symbol '¢' within a circle as follows :

4. Other states are represented by the state name within a circle.
5. Adirected edge with label shows the transition (or move). Suppose p is the present state
and q is the next state on input - symbol 'a', then this is represented by

6. A directed edge with more than one label shows the transitions (or moves). Suppose pis the
present state and q is the next state on input - symbols 'a,’ or 'a,' or...or ‘a,' thenthisis

represented by (P)— et @

Transition Functions
We have two types of transition functions depending on the number of arguments.

Transition Function

Direct - Indirect
‘( Represented by §) (Represented by §")

Direct transition Function (8)

When the input is a symbol, transition function is known as direct transition function.
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Example : 5(p,a) = q ( Where p s present state and q is the next state).
Itisalso known as one step transition.

Indirect transition function (5')
When the input is a string, then transition function is known as indirect transition function.

Example : &'(p,w)=g, where p is the present state and q is the next state after | w |

transitions. It is also known as one step or more than one step transition.
Properties of Transition Functions

1. Ifd(p,a)=q,then § (p, ax)=38(q, x) andif &' (p, X) = q, then &' (p, xa) =5'(q, a)
2. Fortwostringsxandy; 6(p,xy) =6(6(p,x),y) ,and 6'(p,xy) =6'(6'(p.x),y)
Example :1. ADFA M = ({90,91:92:9 s}, {0,1},8,9,.,{q,}) isshowninfigurel.3.

OO

oWy C

0
FIGURE 1.3 : Deterministic finite automata

Where § is defined as follows :
' 0 1
—> G G d;
9 % q;
q2 qf qO
G % G

2. ANFA M, =({9¢.91.92-9 1}, {0,1},8 ,44,{q ;}) is shown in figurel 4.

0,1

FIGURE 1.4 : Non - deterministic finite automata
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Transition function § is defined as follows :

0 1
—q, { . a;} {9}
g - {a,}
5] - {a}
o o {a}

Note : In first row of transition table, when present state is g, and input is '0", then there are
two next states q, ,and g,.

Acceptability of a string by DFA :LetaDFAM=(Q, %, &, 4,. F) and an input string
w € % *. The string w is accepted by M if and only if 8(q,, W) = g, where g, €F .

When w is accepted by M, then the execution of string wends ina final state and this execution
is known as successful otherwise unsuccessfil .
Example : Considerthe DFAshownin figurel.5.

FIGURE 1.5 : Deterministic finite automata
Input strings are:
iy 01,
ii) 011
Check the acceptability of each string.
Solution :
1. Lettheinputstring w, = 01, the transition sequence is as follows :

() a)—
— —
Execution ends in final state ¢, , hence string "01" is accepted.
2. Letinputstring w, =011
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The transition sequence is as follows :

Start N0 Vo N TR
&) : (22 2

Execution ends in non - final state g, , hence string "011" is not accepted.

Acceptability of a string by NFA

LetaNFA M =(Q, 3, 8, g,, F) andaninputstring w € £ *. The string w is accepted by M if
and onlyif &(g,, w) = {g,;: ¢, € F,forsomei=0,1,........ ,n}.
When w is accepted by M, then the execution of string w ends in some final state and the
execution is known as successful otherwise unsuccessful .
Example : Consider the NFA shown in figure1.6.
Check the acceptability of following strings : 1) 011  ii) 010 iii) 011011

0,1

SRNCERCERO

FIGURE 1.6 : Non - deterministic finite automata

Solution :

1. Transition sequence for the string "011" is as follows :

One execution sequence ends in final state ¢, , hence string "011" is accepted.
2. Transition sequence for the string "010" is as follows :

The execution ends in non - final states ¢,, ¢,and oneendsin ¢ , hence string "010" isnot accepted.
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3. Transition sequence for the string "011011" is as follows :

One execution ends in hang state ¢ , second ends in non - final state g, , and third ends in final

state ¢, hence string "011011" is accepted by third execution.

Difference between DFA and NFA
Strictly speaking the difference between DFA and NFA lies only in the definition of § . Using this
difference some more points can be derived and can be written as shown :

DFA NFA
1. The DFAis 5 - tuple or quintuple The NFA is same as DFA except in the
M =(Q,2,6,q,,F) where definition of §.Here, § is defined as follows :
Q is set of finite states 8:0x(2Ue) tosubset of 22
v, is set of input alphabets
3:0xXZto Q

g, istheinitial state
Fc Q issetoffinal states

2. There can be zero or one transition There can be zero, one or more transitions

from a state on an input symbol from a state on an input symbol

3. No - transitions existi.e., there < — transitions can exist i. e., without any input
should not be any transition ora there can be transition from one state to
transition if exist it should be onan another state.
input symbol

4. Difficult to construct Easy to construct
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Example 1 : Consider the FA shown in below figure. Check the acceptability of following strings:
(a) 0101 (b) 0111 () 001

(" XD

FIGURE : Finite automata
Solution : (a) The transition sequence for input string 0111 is following :
(OB~
Execution ends in final state A, hence string 0101 is accepted.

(b) The transition sequence for input string 0111 is as follows :

(DB~~~
Execution ends in non-final state C, hence string 0111 is not accepted.

(c) The transition sequence for input string 001 is as follows :

— (DB
Execution ends in non-final state D, hence string 001 is not accepted

Example 2: LetaDFA M =(Q,Z,8,9,,F) isshownin below figure.

FIGURE:DFA
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Check that string 33150 is recognized by above DFA or not ?

Solution :

For string 33150 the transition sequence is as follows :
(-5~

Since, transition ends in final state, ¢, , so string 33150 is recognized.

Example 3 : Consider below transition diagram and verify whether the following strings will be
accepted or not ? Explain.

FIGURE : Given Transition Diagram
i) 0011 ify 010101 © iy 111100 iv) 1011101 .

Solution : Transition table for the given diagram is ,

0 1
- g, 4
q] qo qz
qz q3 ql
q} qz qO

TABLE : Transition Table for the given Transition Diagram
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i) 0011

6(gq4,0011)|-8(gq,,011)
| =6(go,11)
| -6(q5,1)
| =40

- 0011 is accepted.

iii) 111100

6(q,,111100) | - &(g4,11100)
|- (g,,1100)
| -6(g3,100)
| —6(q,,00)
| -6(q;,0)
[—40

- 111100 is accepted.

ii) 010101

6(q,,010101) |-5(q,,10101)
| -J8(g,,0101)
|-6(q;,101)
| -8(4q0,01)
| —6(q;,1)
| -4,

010101 is not accepted.

iv) 1011101
6(g,,1011101) |-6(g4,011101 )
| -6(g,,11101)
|-6(q;,1101)

| -8(g2,101)

| —6(g,,01)

| —6(g0,1)

|—q3

1011101 is not accepted.

Example 4 : Consider the NFA shown in below figure. Check the acceptability of following string

scanf("%d", &num) ;

Note : Letter stands for any symbol from { a, b,
from {0, 1, 2, ........ 9}.
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Solution : The transition sequence for givenstring: scanf("'%d", & num ) ;

Since, execution of given string ends in final state g, , so the string is recognized.

Example 5§ : Obtain a DFAto accept strings of a's and b's starting with the string ab .

Solution :
From the problem it is clear that the string should start with ab and so, the minimum string that can
be accepted by the machine is ab. To accept the string ab, we need three states and the machine

can be written as "
@

where g, is the final or accepting state. In state 4, » if the input symbol is b, the machine should
reject b ( note the string should start with a ) . So, in state ¢, , on input b, we enter into the
rejecting state g,. The machine for this can be of the form

—(w(w)—"—>@)
(@)

The machine will be in state ¢, , if the first input symbol is a. If this a is followed by another a, the
string aa should be rejected by the machine . So, in state g, , if the input symbol is a, we reject -
itand enter into ¢, which is the rejecting state. The machine for this can be of the form
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Whenever the string is not starting with ab, the machine will be in state g, which is the rejecting
state. So, in state g, if the input string consists of a's and b's of any length, the entire string can
berejected and can stay in state g, only. The resulting machine can be of the form

The machine will be in state g, , if the input string starts with ab. After the string ab, the string |
containing any combination of a's and b's, can be accepted and so remain in state ¢, only. The
complete machine to accept the strings of a's and b's starting with the string ab is shown in below
figure. The state ¢, is called dead state or trap state or rejecting state.

FIGURE : Transition diagram to accept string ab (a + b )*

So, the DFA which accepts strings of a's and b's starting with the string ab is given
by M =(0Q.2,5,9,.F)

where O={q,, 4, 4,}; Z={a,b};
g, 1s the start state ; F={q,}
§ is shown the transition table.
' — X >
S a b
T =4 @ @
8 49 9 ‘)
7 o @
Vg 4% 4

TABLE : Transition table for DFA shown in above figure



DEPARTMENT OF CSE

1.18 FORMAL LANGUAGES AND AUTOMATATHEORY

To accept the string abab : This string is accepted by the machine and is evident from the
below figure.

a b a b
9 a, \ 9, % 4
[ accepting state |
FIGURE : To accept the string abab

Here, &*(g,, abab) = g, which is the final state. So, the string abab is accepted by the machine.

To reject the string aabb : The string is rejected by the machine and is evident from the
below figure .

a a b b
4 q, \ a a A
[ non - accepting state |
FIGURE : Toreject the string aabb

Here, & * (g,,aabb )= g, whichisnotan accepting state. So, the string aabb isrejected by the
machine.

Example 6 : Draw a DFA to accept string of 0's and 1's ending with the string 011.
Solution :

The minimum string that can be accepted by the machine is 011. It requires four states with g, as
the start state and ¢, as the final state as shown below.

) 1 1
e O O O @)
Instate g, , suppose we input the string 1111 ..... 011. Since the string ends with 011, the entire
string has to be accepted by the machine. To accept the string 011 finally, the machine should be

instate g, . So, on any number of 1's the machine stays only in state ¢, and if the string ends with
011, the machine enters into the final state. The machine can be of the form

, !
(-2
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If the machine is in any of the states 41, 9, and g, and if the current input symbol is 0 and if the
nextinput string is 11, the entire string should be accepted. This is because the string ends with
011. So, from all these states on the input symbol 0, there should be a transition to state g, SO

that if we enter the string 11 we can reach the final state. Now the machine can take the form as
shown below.

Instate g, , ifthe input symbol is 1, enterinto state g, sothatifthe next input string is 011, we can

enter into the final state g, . So, the final machine which accepts a string of 0's and 1's ending with
the string 011 can take the following form.

FIGURE : transition diagram to accept ( 0+1) *011
So, the DFA which accepts strings of 0's and 1's ending with the string 011 is given by

M =(Q,2,6,9,,F) where
Qz{QO’ G5 955 95 }5 =0, 1};
q, is the start state ; F ={q,};
& is shown using the transition table.

«— Z -
0 1
T —aq g, o
§ ql ql qZ
S
w2 9> q; q;
Jr % QO

TABLE : Transition table for the machine shown in above figure
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To accept the string 0011 : This string is accepted by the machine and is evident from the below
figure . Here, &*(g,,0011)= g, which is the final state. So, the string 0011 is accepted by the
machine.

qo/ \Q;/ \‘11/ \‘Zz/ \‘13

[ accepting state ]
FIGURE : To accept the string 0011

To reject the string 0101 : The string is rejected by the machine and is evident from the

below figure .
0 | /0 \ 1 \
90 4, q, 9,
[ non - accepting state |

9

FIGURE : To reject the string 0101

Here, 6 *(q,,0101)= ¢, which is not an accepting state. So, the string 0101 is rejected by the
machine.

Example 7 : Obtain a DFA to accept strings of a's and b's having a substring aa .

Solution :
The minimum string that can be accepted by the machine is aa. To accept exactly two symbols,
the DFA requires 3 states and the machine to accept the string aa can take the form

where g, is the start state and g, is the accepting state. In state g, , if the input symbol is b, stay

in g, so that when any number of b's ends with aa, the entire string is accepted. The machine for
this can be of the form
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There is a transition to state g, oninput symbol a. Instate ¢, ,if the input symbol is b, there will

be atransition to state g, so that if this bis followed by aa, the machine enters into state g, so
that the entire string is accepted by the machine. The transition diagram for this can be of the form

The machine enters into state g, when the stringhasa sub string aa. So, in this state even if we
input any number of a's and b's the entire string has to be accepted. So, the machine should stay
in g, . The final machine which accepts strings ofa'sand b's having a sub string aa is shown in
below figure

FIGURE : transition diagram to accept (a+b)* aa(a+b)*

The machine M = (Q,%,6,q,,F ) where

| 0=1{90:9-9, }+ L={a b}
g, isthe startstate;  F= {q,}
& is shown using the transition table.

: «— X =
8 a b
T =4 @ o
§ q, q; 90
& &% %
i

TABLE : Transition table for the machine shown in above figure
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To accept the string baab : This string is accepted by the machine and is evident from the
below figure.

b a a b
9o 90 a4 9, 9,
[ accepting state |

FIGURE : To accept the string baab
Here, & *(g,,baab )= g, which isthe final state. So, the string baab is accepted by the machine.
The string baba is rejected by the machine and is evident from the below figure. '

b a b a
o q/ \ q/ 9o a,
[ non -accepting state |

FIGURE : To reject the string baba

Here, & *(q,, baba) = g, which is not an accepting state. So, the string baba is rejected by the
machine.

Example 8 : Obtain a DFA to accept strings of a's and b's except those containing the
substring aab. :

Solution :

Note : This can be solved in two ways. The first method is similar to the previous problemi. e.,

draw a DFA to accept strings of a's and b's having a substring aab. Then change the final states

to non - final states and non final states to final states. The resulting machine will accept the

strings of a's and b's except those containing the sub - string aab.

Here, the second method is explained. The minimum string that can be rejected by the machine
is aab. To reject this string we need four states ¢, , ¢,,¢, and g, . Since the string aab has to be

rejected, g, cannot be the final state and the rest of the states will be the final states as shown
below.
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The machine enters into ¢, ifthe string has a sub string aab. In this state if we input any number
ofa'sor/andb's, the entire string has to be rejected. So, stay in the state g, only. The machine

for this is shown below. _ ’ b
a,
@-@—@>)

In state g, , if the input symbol is b, stay in g, sothatifthis bis followed by aab, the machine
enters into state ¢, so that the string is rejected. The machine for this is shown below.

b a,b
.aab @

In state g, , if the input symbol is b, enter into state q, > 50 that if this b ends with the string aab,
the entire string is rejected. The machine for this is shown below.

, l b l a,b
b
@0
‘\b/
The machine will be in state g, if the string ends with aa. At this stage, if'the input symbol isa,

again the string ends with aa and so stay instate ¢, only. The complete machine to accept strings
of a's and b's except those containing the sub string aab is shown below,

b a .a,b
@00
S~

b

FIGURE : DFA to accept the string except the sub string aab.

So, the DFA M =(Q,%,8,q,,F) where
Qz{Qanuqz’ qs}a E={a3b}
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g, isthestartstate;  F ={g,.,91,92}
& is shown using the transition table

«— 2 >

5 a b
) @) g 9o
g % 4o
c.% 92 qs
¥ q; 93 E]

TABLE : Transition tabl_e

Example 9 : Obtain a DFA to accept strings of a's and b's having exactly one a, atleast one a,
not more than three a's.

Solution :
To accept exactly one a : To accept exactly one a, we need two states g, and g, and make

g, as the final state. The machine to accept one a is shown below.

e Ons @)
In g, , on input symbol b, remain ¢, only so that any number of b's can end with one a. The
machine for this can be of the form

Instate g, ,oninput symbol bremainin g, and the machine can take the form
AN
(@)
But, instate g, , ifthe input symbol is a, the string has to be rejected as the machine can have any
number of b's but exactly one a. So, the string has to be rejected and we enter into a trap state

g, - Once the machine enters into trap state, there is no way to come out of the state and the
string is rejected by the machine. The complete machine is shownin below figure.
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FIGURE : DFA to accept exactly one a

The machine M = (Q,Z,8,q,.F) where

QZ{QmQHQz}; z':{a’b}
g, is the start state; F ={q,}
§ is shown below using the transition table .

« Z >
5 a b
T —> 4, 4; o
K 4, a4,
dal
o 4, q, 4,
y

TABLE : Transition table

The machine to accept at least one a : The minimum string that can be accepted by the
machine is a. For this, we need two states g, and g, where g; is the final state. The machine for

this is shown below. . a O

In state g, , if the input symbol is b, remain in g, . Once the final state g, isreached, whether the
input symbol is a or b, the entire string has to be accepted. The machine to accept at leastonea -

is shown in below figure. l b l a, b
O @)

FIGURE : DFA toatleatone a
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The machine M = (Q,X.8,q9,, F) where

O={q0:%1} 3 L={a, b}
g, isthe start state ; F ={q,}
& is shown using the transition table .

«— X >
o a b
—> 4, q, 9o

q; q,

TABLE : Transition table

The machine to accept not more than three a's : The machine should accept not
more than three a's means

It can accept zero a'si.e.,noa's

It can acceptone a

It can accept two a's

It can accept 3 a's

But, it can not accept more than three a's.

® @ & e @

In this machine maximum of three a's can be accepted i. e., the machine can accept zero a's, one
a, two a's or three a's. So, we need maximum four states g,, g,, g, and g, where all these states
are final states and ¢, is the start state. The machine can take the form

O O Oad ©

Instate g,, if the input symbol is a, the string has to be rejected and we enter into a trap state g, .
Once this trap state is reached, whether the input symbol is a or b, the entire string has to be
rejected and remain in state g, . Now, the machine can take the form as shown below.

R _ a,b
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Instate g,, g,, g, and g,, if the input symbol is b, stay in their respective states and the final
transition diagram is shown in below figure.

FIGURE : DFA to accept not more than 3 a's
The DFA M =(Q,%,6,q9,,F) where

Q‘:{QOsql’ QZ? q}: Q4}; Z-_-{a, b}
g, is the start state ; F={q, 91,99}
& isshown using the transition table .

«— X

) a b
q, 99
92 4
s @
9% 4
9a 94 9,

TABLE : Transition table for DFA shown in above figure

Example 10 : Obtain a DFAto accept the language L= { awa | w e(a+b)*}.
Solution :
Here, w e(a + b) * indicates the string consisting of a's and b's of any length including the null

string. So, the language accepted by DFA is a string which starts with a, followed by a string of
a'sand b's (possibly including ¢ ) of any length and followed by one a.

If wis e (null string), the minimum string that can be accepted by the machine is aa and so, we
need three states g,,q, and g, to accept the string. The machine can be of the form
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where g, is the start state and ¢, is the final state. Instate g, , if the input symbol is b, the string

has to be rejected and so, we enter into a trap state g,. Once the machine enters into trap state,
whether the input is either a or b, the string has to be rejected and the machine for this is shown

below .

In state g, , if the input symbol is a, the string ends with a and so remainin g, . Instate g, , ifthe
input symbol is b, enter into state g, so that after inputting the symbol a, the machine enters into

g, - The complete machine is shown in below figure.

FIGURE : DFA to accept awa

So, the machine M = (Q,%,6,4,,F) Where Q= {40,410,-9:} 3 Z=1{a,b}

q, isthe start state ; F ={q,}
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§ is shown using the transition table .

“— Z >

3 a b
>4, 9 g3
. 9> 9,
@ 92 q
g3 qs 93

TABLE : Transition table for DFA shown in above figure

Example 11 : Obtain a DFA to accept even number of a's, odd number of a's .

Solution :
The machine to accept even number of a's is shown in figure ( a ) and odd number of a's is shown
in figure(b). a _ a
@< @ (W@
a : a
Figure : (a) Figure : (b)

Example 12 : Obtain a DFA to accept strings of a's and b's having even number of a's and b's.

Solution :
The machine to accept even number of a's and b's is shown in figure 1.

FIGURE 1 : DFA to accept even no. of a's and b's
Note : In the DFA shown in figure 1, instead of making ¢, as the final state, make g, asthe final

state. The DFA to accept even number of a's and odd number of b's is obtained and is shown in
figure 2.
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FIGURE 2 : DFA to accept even no. of a's and odd number of b's

Note : In the DFA shown in figure 1, instead of making g, as the final state, make g, as the final
state. The DFA to accept odd number of a's and even number of b's is obtained and is shown in

figure 3.

- _
FIGURE 3 : DFA to accept odd no. of a's and even number of b's

Note : In the DFA shown in figure 1, instead of making g, as the final state, make g, asthe final
state. The DFA fo accept odd number of a's and odd number of b's is obtained and is shownin

figure 4.

FIGURE 4 : DFA to accept odd no. of a's and odd number of b's
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Example 13 : Design a DFA, M that accepts the language L(M) ={wjwe{a, b}"} andw
does not contain 3 consecutive b's.

Solution :
We first consider a language L, (M) ={ wjwe {a, b}'} and wcontain3 consecutive b's.

Then DFA for L, is,

FIGURE : (A)
Now we can get language L(M) by converting non - final states to final states and final states to
non - final states.

FIGURE : (B)
FIGURE : Construction of DFA from the language L = { wjwe{a, b}'}

Example 14 : Design DFA which accepts language L = { 0, 000, 00000, ...... } over{0}.

Solution : L= {0,000, 00000, ..... } over { 0 } means L accepts the strings of odd number
of 0's. So the DFA for Lis,

FIGURE : DFA for the given language L.
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Example 15 : Obtain an NFA to accept the following language L = { wiw € abab" or aba"
where n 20 }

* Solution : The machine to accept gpqp" Where 1> 0 is shown below :

b
.qlaba .

The machine to accept gp,” Where » >0 is shown below :

a

The machine to accept either gpqp" OF gpg" Where n 20 is shown below :

Example 16 : Design NFA to accept strings with a's and b's such that the string end with 'aa’. %)'
2
Solution : Y,

Method - | : The simple FA which accepts a string with 'aa’is
—(O—O

Now there can be a situation where in

Anything a a

eitheraorb
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Hence we can design a required NFA as

It can be denoted by ,

M =( {Qm 9> qz}, 3, {QQ}; {qz} )
We can test some strings for above drawn NFA.

Consider
8(gp,aaa) | 8(q,, aa)
- & (g, a)
| =6 (g2,€)

i. e. wereach to final state.
5 (g, aaa) - 8(q,, aa)
I_ a(qoa a)

. | =8 (q1-€)
i.e. we are not in final state.

Thus there are two possibilities by which we move with string ‘aaa’ in above given NFA.

Method - lI

Start with two consecutive a's initially. It requires three states g, ¢, and g, respectively. Consider
q, asthe initial state

NoEROENC

Assign g, as final state so that it accepts two consecutive a's
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Design such a way if any number of b's preceeds firsta it should be in the same state i.e., in the
state g, . b

{-(—©
Design such a way if a's preceed by first a it should move from g, to g, onlyi.e., it willbe in
the state.

a,b .
QNN

After the second a, b comes it has to move from ¢, to g,.

The transition table is
a b
o {90, 9:} 9o
4 4, ¢
9, 9, q

Test for the strings which ends with two consecutive a's.

String baa : _ String baa :

6(qqsbaa) | -6(g9,aa) 6(qo,baa) |-6(q0,aa)
|-d(q,,a) | =6(q0,a)
|—6(q2.€) | —6(q,,€)
|- g,€F |-q.:¢F

NFA and two possibilities for the same input also shown.
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String aab :
6(qgsaab) | -56(q,,ab)
I_é‘(anb)
l - a(ql:e)
|~g,1¢F »

If'the string is not ending with two consecutive a's it will not be accepted.
String aaa:
5(q0:aaa) | —5(q0,aa)
I -0 (ql »ad )

|-6(q,.€)
|—-q, €F

Example 17 : Design an NFA to accept a language of all strings with double "a' followed by

double 'b'. o
“,
Solution : First design an NFA with three states g, ¢,, ¢, and in which ¢, is the initial state to 2, .
accept the string with two a's. 0’4; "
%

. C,
—~(© )~ °”*
In second step we have to add another two states for the following two b's as shown below.
Those states are ¢, and ¢,

In the third step we assign ¢, as final state.

,.aab qskb'
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It can accept any number of a's or b's before first two successive a's. In the same way after the
two successive b's also it can accept any number of a's or b's.

The NFA is defined as below :

M=(0,%,38, g, F)

where 0={909-9,:95:9: } > L={a,b}
F ={ g, } and the transition table is given below :

a : b
- q, {apq } 4,
4, 9 ¢
q, ¢ 4
g, ¢ 4,
9. 94

Consider the string aaa bb :

8(q,, aaa bb) |- 8{g,,aa bb)

I~ 8(g,,a bb)

|- 8(g,, bb)

- 8(gs b)

- 8(q, ©)

- g, € F

aaa bb € L( M)

Example 18 : Design an NFA to accept strings with 0's and 1's such that string contains two
consecutive 0's or two consecutive 1's.

Solution : First we design NFA to accept two consecutive 0's . This



DEPARTMENT OF CSE

FINITE AUTOMATA

1.37

RO OO

Next we can have any number of 0's and 1's before and after two consecutive zeros. i..,

0,1 0,1
AT

then similarly NFA for accepting two consecutive 1'sis

Transition table is
3 0 1
—> 4y {9ost1} {90.93}
4, '3 ¢
@ %
g5 ¢ 4,

a4 94
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Checking 10100 string with NFA.
o ——r Gy L gy — L g — e Gy g
NN N N N
s g G q q
X % % B\ |

9@

Observing above graph there are three completed paths for the string 10100. They are

2" %° %" %" %" %
%!%qu!qogqogql
q‘)l%gqol%gqlng

In all these three couple paths one path is ending with final state ( ¢, or g, )- So, the string 10100
is accepted (It contains two consecutive 0's ).

Now considering another stirng 1010, then graph becomes
g ——e g~ gy — o @ ——— g
NN N A
% CO @
X X

There are two completed paths. But no path is ending with final state ( g, or g,). So, the string
- 1010 is not accepted (because it does n't contain two consecutive 0's or 1's).

X

1.3 EQUIVALENCE OF NFA AND DFA

As we have discussed in comparison of NFA and DFA that the power of NFA and DFA is equal.
It means that if a NFA M, accepts language L, then some DFA M, also accepts it and
vice - versa. ‘

In this section, we will discuss about the equivalence of NFA and DFA. It is obvious that all DFA
are NFA from NFA definition. We will see this in the following theorem.



DEPARTMENT OF CSE

FINITE AUTOMATA 1.39

Theorem 1.3 .1 : All DFA are NFA.
Proof : While discussing the proof, we will concentrate on two things :

1. Howto construct the target NFA ? And
2. The acceptability should be same for both.

Step 1 : Construction of the target NFA from given DFA

Let M=(0,3, 8,q,, F) bethe given DFAand M, =(Q,, Z, §,,s, F) be the target NFA,
then

1. Q, = O ( States of DFA are same for NFA),

2. ¥ issame for both,

3. 8, =8, it means, whatever transition function given for DFA M is same for the target
NFA M,.

We also see that
For DFAM : Transition function is defined as Ox X — Q,and

ForNFA M, : Transition functionis definedas g x2 - 22

So, (0xZ—>0)c(@xZ—>2%) or gc 2@
4. s=gq, ( Same starting point or initial state )
5. E=F ( Same terminating points or final states )

Step 2 : The acceptability of DFA and NFA: Let w be an input string and accepted by DFA

Mand weX' ifand only if 8' (g5, W)=4,,4, € F ( § is indirect transition function )

For equivalent NFA M, _

&) (s,w) =8'(q>W)=9q;:9, €F
(By construction definition 8, =8, s =¢,, F, = F and §', isindirect transition function for NFA).
Thus, NFA M, also accepts w.
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It means, L(M,) = L(M) 4))
Now, let w is accepted by NFA. M, if and only if &', (s, ) =", (9,,w)=4,,4, €F, and by A
construction definition §, = 8, s =¢,, F,= F and &', isindirect transition function forNFA.

So, for DFA M 8'(9,, W) =4,.9, € F ( & isindirect transition function)

Thus, DFA M also accepts w.
Hence , M(L)c L(M,) 2)
Therefore, all DFA are NFA. (From (1) and (2))

Example : LetaDFA M =(Q, =, 8, g,, F) as shownin below figure . Find an equivalent NFA.

FIGURE:DFA

Solution :

Letequivalent NFA M| =(Q,,Z,6,,9,,F1) where Q, ={q¢,9:,92-93:94}>2={a,b} »
F,=1{4q,, q.}, 5, isdefined below.

a b
= o 9 q;
4 4 -
9 - 44
% 9
94 494
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Theorem 1.3.2 : If there is a NFA M, then there exists equivalence DFA M, that has
equal string recognizing power.

Proof : While discussing the proof, we will concentrate on two things :
1. How to construct the equivalent DFA ? And
2. The acceptability should be same for both.

~ Step1 : Construction of the equivalent DFA M, from given NFA M
Tn NFA, zero, one or more next states are possible ona particular input. When we have more
than one next state then we group all next states into one as [ g, ¢, ¢, ] and we call itone next
state for equivalent DFA.

Let M =(0, £, 8, ¢,,F) bethe givenNFAand M, =(Q,, %, 8,, 5, /) be the equivalent DFA,

then
1. 9 c2° (72 isthe power set of the set Q.),
2. v issame for both,
3. s=[g,] isinitial state for M,
4. F, < 2° suchthateach member of F; hasatleast one final state from F.
5. 8, isconstructed as follows :

Let w=a e X and

Iffor given NFA M : 8(q,, @) ={ s @ps wrorevevrems g,}»then

For equivalent DFA M, : 8,([9,]. @) =[ 1> @z5 woovveeenee g,]

And

If for NFA M : 8({q,, @y» s @ } »@) = {15 Q> oes @ } > theD
For equivalent DFA M, : 8,([g,s @p» «orrs 4y 1,8) = (415 @25 s G ]

Note: [g,, g, ...... g, ] denotesa single state for equivalent DFA.
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Step 2 : The acceptability of DFAand NFA

We use the mathematical induction method to prove that L(M) < L(M,) and L(M,) < L(M)
forallinput strings w € 2" .

Case 1 :Let |w|=0,itmeans, w=€ (Null string)
Let wis accepted by NFAM if and only if
5(4o,€)= g, -and g, € F (Starting state is final state).
So, the initial state of DFA will be the final state, hence w=¢ is accepted by DFA also.

Case 2 : Let| w|=1and w=aeX is accepted by NFA M, then for NFA
M :8(gy, @) = {dy» Gys -4, } » A4 {q,, @y, .. g, } has at least one final state, then by
constructive proof of equivalent DFA M, :

8,([g0]> @) =[dy» Gase-es 4, 1 A0 [g,, G;50nnnr g, ] has atleastone final state, SO [g,, @sseces G, |
is a final state for equivalent DFA M, .

Therefore, the equivalent DFA M, also accepts w=a.

Case 3: Suppose|w|=nand w =a,4a,...a, isaccepted by both M and M, and
For NFA M : 8'(go,a, @58y ) = {4183 »dm} » 80
For equivalent DFA M,: &', = ([q,), 3,8,--8,) =[ @15 925 ++> ]

Case4:Llet|w|=n+landw=yb

Where |y| =n,y = a,a,...a, and y,b X’ is accepted by NFAM If and only if
For NFA M:8'(q,,a,a,.....a,b)=8 ({ql;qz,...., 2.}, b) ={q:%ses 4}
({9,:4,»----» 4,} hasat least one final state from the set F ).
By constructive proof of equivalent DFA M,
8 ((2,] @y @,0)=8, ([41s8g5rs 4> B) = [d15%25:5 0]
[q15Gs5--» 4,) contains one final state from F, thus it is a final state for equivalent DFA M, .

Therefore , M, also accepts the string w=yb.
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(&', 8", are indirect transition functions for NFAM and DFA. M, respectively.)

It has been proved that if NFA M accepts w then DFA M, also accepts w for any arbitrary

string w.

Thus, L(M,) c L(M). (1)

Similarly, we can prove that if equivalent DFA M, accepts any string w e 2*, then NFA also
acceptsit.

Thus, M(L) < L(M,). @)

Hence, the statement of Theorem 1.3.2 is true. ( From (1) and (2))

Example 1 : Consider a NFA shown in below figure. Find equivalent DFA.

=~ g}
FIGURE : Non - deterministic finite Automata

Solution : Let given NFA M=(Q,%, 8, ¢q, F) and equivalent DFA
M] = (Q[ ,2351 s[q0]9-F1) 2 Where Q = {qo 9q1 :Qz 3qf}72={a9b}, S iS Starting State,
F={gq,},and § isdefined as follows:

q, b
- 4o {9091} {a0}
g, - {q.}
q, - {q,}

8, isdefined as follows :
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1. Keep the first row of NFA as it is with square bracket as follows :
| a b

[90-9:] [g,]

[g.]

2. Now, we have two states : [g,],[g,.4,]- We select the one next state that is not a present
state till now and define the transition for it. We have only one next state [g,,4;], whichis not

apresent state .
l a b
—{ao] [90,91] (0]
[g0:41] [g0.4:] (90541

SiIlCﬁ, 51 ([Qo sq1 ]sa)=[5(QO =a)LJ 6(‘]] 3a)]=[{QU :QI}U(#] =[‘I0=q'1] ,and
8,((q0-9:1:0)=18 (g0 DYV (g,.0)]=[{g,} 92 }1=140 5321

3. Now [go.q,] is the next selected state, because [g4,4;]1s defined already

a b
—{46] [90:9:] 1401
(90,41 [90-a1] [90-4:]
(90421 (90,911 [90:4/]

4. Now, the state [¢,q;] is the next selected state.

a b
~{g] [40-91] (9]
[g0:9,] [90,%1 [90:4:]
(90,2 [90:a1] [90:9/]
[90.9/] [90-91] [4.]

5. Now, we have no new choice of the next state to be considered as present state. This is the
completion of transition table. We have

0,={1q0 1104, 1190521104 s 1} (All selected states in transition ),
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and F,={[¢,,9 s I} (Only one final state )

FIGURE : Transition Diagram of equivalent DFA

We see one thing here that not all states of 2¢ are selected for transition. We have selected those
states, which are reachable from the initial state only and other remaining states of 72 are neglected.

So, finally we conclude that only those states of ¢ are considered in transitions, which are
reachable from the initial state.

Example 2 : Construct equivalent DFAfor NFAM = ({p,q,r,s}, {0.1}, 8. p.{q, s}), where
§ is given below .

0 1

p {a,s} {q}

9 (o) (4
r S q,r

® - {p}

Solution : Let equivalent DFAis M, and M, =(Q, L, 3, [p], F)

Construction of Transition table for equivalent DFA

0 1
—[pl [g. 5] [4]
[q] [r] lg.7]
[g. s] [r] [P, g,7]
[r] [s] [g.7]
lg.7] [r.s] [g.7]
[p.q.7] [g.7,5] [g,7]




DEPARTMENT OF CSE

1.46 FORMAL LANGUAGES ANDAUTOMATA THEORY
[s] 0 [r]
[r, 5] [s] [p.q.7]
[g.7551] [, s] [P, q.7]
Q={Ipl [al, [r], [s], [a.t], [r, 5], [9, 8], [p,q,7]. [ Q181
¥ = { 0,1}, [p]isthe starting state,
andF=

{lal. [s], [g,1].[r, 8], [9, 8], [P, 9,7 ], [ Qs 18 ).

Example 3 : Find a DFAequivalentto NFA M =({g,,91,2:}-{0,1}, 8.40.{g>}) . where §is defined

as follows .
PS NS
0 1
>4, {90-4, } 19, }
q, {4, } {g9,}
- 190> 4, }
Solution : Let M'=(Q, £, 8, [g,], F) bethe equivalent DFA, where X = {a, b} ,and [¢,] is
the initial state.
Transition tablg :
NS _
PS 0 1
_){‘10] [Q«as ql] [q:]
[4,] o (905 9,1
[‘_103 q,] IQO! ‘?1] [g, 92]
(4 9] [9,] (40> 4]

Q I{[Q’o ]s [qz]:[QOaQE]’IQIsQZ 1} ] and F = { [Q2]a [Q’u%] }

Transition diagram :

FIGURE : Equivalent DFA
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Example 4 : A NFA which accepts set of strings over { 0, 1 } such that some two zero's are

separated by a string over { 0, 1 } whose length is 47 (n> 0) is shown in below figure . Construct
equivalent DFA.

FIGURE:NFA

Solution : Letequivalent DFA M =(Q,%,5,[q,1,F). constructing transition table for given

NFA :
(NS)
(PS) 0 1
g, {a} -
g, { 4,9 } {a,}
2, {a} {q, }
g, ta} {q}
g, {a} {a}

Constructing transition table for equivalent DFA :

(NS)

(PS) 0 1

4] [ 1] ¢

[4:] [ 4.4, ] [g.]

[g.] [g.] [g,]

[g,] [4.] [q.]

[44] [%] [ql]
[q.] [4.]
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Where, Q={[Q'o]s[‘h]:[‘?z]:[‘13],[414]=[Q2aQ'S]}a)::{Oal}s[%] is Starting state, F={q,,951}> and
transition function is defined above.

Transition diagram :

FIGURE : Equivalent DFA

1.5 NFAWITH € - MOVES

1.5.1 Finite automata With < - Transitions

This is same as NFA except we are using a special input symbol called epsilon (€). Using this
symbol path we can jump to one state to other state without reading any input symbol.

This also analytically indicated as 5 - tuple notation.
N = (Qazsé‘, qq >F)
0 — set of states in design
¥ —» input alphabet

g, —> initial state
F —s final states (cQ)

& —» mapping function indicates Qx (Zu{e}) 22

Example : Draw a transition diagram of NFAwhich include transitions on the empty input ¢ and
accepts a language consisting of any number a's followed by any number of b's and which in turn
followed by any number of ¢'s.
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Solution : It requires three states g, g, and ¢, and they accept any number of a's, b's and c's
respectively. Assign g, asfinal state.

a

Toreach from g, to g, and g, to g, no input will be giveni. e., they treat ¢ as their input and do

the transition.
a b c

ARATA

Normally these ¢'s do not appear explicitly in the string.
The transition function for the NFA is shown below :

a b c €
>4, {0} ¢ o {a9,}
g o {a,} ¢ {q.}

¢ ¢ {9:} ¢

For example consider the string ® =ab ¢

String ® =ab ¢ (i.e., string in actual formis a €5 ec i. e., included along with epsilons).
(g, abe) = 8(g,, be)
|- 8(g,, €bc)
- 8(g;, be)
- 8(q1> <)
- 8¢ © g, €F

The path is shown below :

%°9% 9 "q 0
witharcslabeled g, €, b, € ¢
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Extension of Transition Function From § to §

The extended transition function § maps Ox " to 2¢.Itis important to compute the set of
states reachable from a given state g, using e transitions only for constructing 5-

The e closure (g,) isused to denote the set of all vertices g, such that there is a path from
g, to g, labeled ¢.

3 N
Consider the problem @ —= & € .

Here e - closure (g,) =194:9,-9,:45 }

8 (g,.8) = e—closure = {4,,9,:4:9; }

- closure (q) is used to denote the set of all states s such that there is a path from q to s for
string @ , includes edges labeled e.

Note : The transition on « doesnot allow the NFA to accept Non - regular sets.

Definition : The extended transition function § isdefined as follows :

@) 5(g, e = e- closure(q)
(i) For o in x* and x in X,8(g,0x)=e -closure(s), wheres= { s|for somerin
5(q.m).s € 8 (r, x)} & canbeextended § by extension to set of states.

(i) o (R, x)= ngJR & (q,x) and

@) b Ro)=y 5(0).

Note : § (g, a) isnotnecessarily equal to 3 (g, a) -

Example : The following NFAwith  transitions accepts input strings with (a's and b's) single a
or a followed by any number of b's.
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The NFA accepts strings a, ab, abbb etc. by using ¢ path between g, and g, we canmove
from g, stateto g, without reading any input symbol. To accept ab first we are moving from g,

to g, reading a and we canjumpto g, state without reading any symbol there we accept b and
we are ending with final state so it is accepted.

Equivalence of NFA with <-- Transitions and NFA without «— Transitions

Theorem :Ifthe language L is accepted by an NFAwith <— transitions, then the language Z,
is accepted by an NFA without <— transitions.

Proof : Consider an NFA 'N'with - transitions where N =(Q, Z, 8, q,, F)
Construct an NFA N, without e transitions N, =(Q,, Z, 3,, ¢, I7)
where Q =Q and

F =

1

Fu{q,} if e-closure(q,) contains a stateof F
F otherwise :

and 8, (g,a) is & (g,q) forqinQandain x.

Consider a non - empty string o . To show by induction || that §,(g,, ®) = 8 (g,,®)
For @ =e, the above statement is not true. Because

5,1(q90.€)=1q4} >
while 3(q-0,e)=e —closure (q,)

Basis :

Start induction with string length one .

ie., |o|=1

Then wis asymbol a, and 6,(q, ,cz)-.—-éh(q0 ,a) by definitionof 3,.
Induction : lo|>1
Let o = xy forsymbolain 3.
Then 51(?(),«\?3’):51(51(@0;35),}’)
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By inductive hypothesis

8, (g0, ) =8 (g5, X)
Let 8(go-x)=s
We have to showthat &, (s,y)=8(g0.%)

V) U A
But 8,(s,y)= ,(q,y)= _ 0(q.y)
ges ges
then 5=5(go-%)

U oA A
0(q,y)=6(qq-%)
(IR )

Byrule (Rule:For @ e¥* and x € %, § (¢, ox) = e— closure (),

where s = { s| forsome rin § (¢, @) , s € &(r,x)} inthe definition of §).

Thus 8[ (QO’xY)=8(qo:x}’)’

To complete the proof we shall show that &' (g,, w) containa state of ' if and only if 8 (g,, x)
contain a state of F. For this two cases arises.

Case | : If ® = €, this statement is true from the definition of F,.

ie, 8,(9,9=1{q,}
= g€ F'y

Whenever § (g,, €) is e closure (g,) , contains astate in F ( possibly is g, ).

Casell : If o # € then W =xy for some symbol y.
If§ (g,, @) contains a state of F, = 8,(q,,®) contains some state inF'

Conversely, if §,(g,, ®)eF, otherthan g,,=>5(gy,0)eF -
If 6,(qp,®)€q, and g, ¢ F ,then
8(qo’ 0)) =€~ ClOSIlre (al(g(qO’w)’y))5

The state in - closure ( g,)and in Fmustbein §(g,, ®)-
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Calculation of < -closure :

&-closure of state ( e-closure (q)) defined as it is a set of all vertices p such that there is a
path from q top labelled e (including itself).

Example :
Consider the NFA with ¢ -moves

A LA LA LM
Oamm O s O e O

e — closure (@,) =140, 915935 g3 }

e~ closure (¢)=1{9,,9,, ¢, }

e - closure (¢,)={q,, ¢, }
e— closure (g,)= {g, }

Procedure to convert NFA with = moves to NFA without < moves

Let N =(Q, %,38,q,, F)isaNFAwith ¢ movesthenthereexists N'=(0,e,5,q,,F") Without
€ moves

1. Firstfind e — closure of all states in the design.

2. Calculate extended transition function using following conversion formulae.
@  5(g, x)=e- closure (5(5 (g, 9),x))
@  S(g.e)=e — closure(q)

3. F'isasetofall states whose < closure contains a final state in F.

Example 1 : Convert following NFAwith < moves to NFAwithout ¢ moves.

___@a@e

Solution : Transition table for given NFAis

3 a b €
>4, q, ’ ¢ d)
q, o ¢ q,

0 2 o
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() Finding < closure :
e~ closure (g,) = {g,}
e— closure (9,) = {49 4.}
e~ closure (¢,) = {g,}

(i) Extended Transition function :
5 a b

—> 4, {ql ) } ¢

¢ {4}
¢ {4:}

é (g4, a) =g —closure (6 (S(q_o,e),a))

= e—closure (8 (& —closure (g,) , a))
= e—closure (8 (q,, a))
= e—closure (q,)

={41.42 }

§ gy, b) =& ~closure (5(5(qo-€)b))
=e— closure(8( e— closure (q,), b))
=g~ closure(d (g,, b))
=e— closure(¢)

=¢

H (g, a) =g— ci.osure(ﬁ(é (g,, € a))
=g~ closure(d ( e~ closure(q,), a))
=c— closure(d ((4,5 4,)» 2))
=e— closure(d (q,, a) V(q,, a))
=e— closure ()

=9
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§ (g, b) = e closure -(S (3 (g,5 €), b))
= €~ closure (3 ( - closure(q,), b))
= e— closure (8 ((q,, q,), b))
= € closure (5 (g,,b) U (g,,b))
= e—closure (g,)

={q,}

8 (g,,a) = e~ closure (S(S(qz, €), a))
= €~ closure (8(€~-closure(q,), a))
=€ —closure (J(q,,a))
= e— closure ()
= ¢ .
S (g,,b) = g~ closure (& (3 (g,, ©), b))
= €~ closure (8 (e—closure (q,), b))
= € closure (8 (g,, b))
= e~ closure (g,)

={q,}

(iii) Final states are ¢,, ¢, , because
e— closure (g,) contains final state
€ - closure (g,) contains final state

(iv) NFA without € movesis
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Example 2 : Convert the following NFAwith € — moves into equivalent NFAwithout ¢ — moves.

Solution : Transitiontableis

0 1 e

=4, 4o [ 4,
0 % ¢
4, g; q; ¢
q; 4; 4 ¢

(i) Finding c- closure :

e~ closure (q) isaset of states having paths on epsilon symbol from state g.

e— closure (g,) = {4,: 4, }

e~ closure (g) = {q,}

e— closure (4,) = {4, }

e~ closure (g,) = {4, }

(ii) Extended Transition function :

& (g5, 0) e~ closure (B (8 (g,5 €, 0))

e— closure (8 ( € —closure (g,), 0))

1]

e— closure (8 ((q,, 4,), 0))

= —closure(5(g,,0)\ 6(g,,0))
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1l

e— closure (q,, q,)

e- closure (g,) v e— closure (g¢,)
={go.41} V{g3}
={ 091593}
é(q,,, D =e—closure (6(5 (9,-€), 1)
=e—closure (8( e ~closure (g,), 1))
=e—closure (8 ((g4,q,). 1))
= € —closure(6(qgy,1) \wd(g,.1)) =€ —~closure(gp u g,)
=e—closure (g,)

={q,}

Continuing like this the table is generalised as follows.
[{] 1

_" {0-91,93} 9,
- g qz

q; a4, qs
q; d; qs

(iii) Final statesare g,,q, , because
e~ closure (gq)={gy.9:} it contains final state
e-closure (¢,)=q, is also final state

(iv) NFAwithout ¢ movesis:
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Example 3 : Find an equivalent NFAwithout ¢ transitions for NFAwith < transitions
shown in below figure.

FIGURE : NFAwith <— transitions
Solution : The transition table is,

Inputs
States 0 1 2 e
=g {q.} ¢ b {a:}
q, ¢' {%} ¢ {‘h_}
o o {q.} 0

TABLE : Transition Table for the NFA in above figure.

Given NFA M = ({ Qo915 Q2}: {Os 1,2, E}, 83 Qo> {‘;b }) .
Now NFA without ¢ - moves.

M'=(0, 5,3, 4y, F)
() Finding e- closure:
e—closure (4,)= { 40, 91> 92}
e—closure (g,)={ 4> 4.}
e—closure (g,)= {4}

(i) Extended Transition function:
§ (g, 0) e —closure (8 (8(q,, €),0))

Il

Il

e—closure (8 { qy> 415 423> 0)
=e —closure(8(gy, 00 6(g;,0) © 8(g,,0))
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§ (g0, 1)

e—closure ({q,} VoL )

e—closure (g, )
{90 01,2}
e—closure (8( 8 (9559, 1)

e—closure (8({qy,9,,9,} > 1)
€—closure [8(q,,1) W d(q,,1) Ud(g,, D]

1l

Il

e—closure (¢ U g, V)

Il

e~closure ( q,)

={49 %}
Similarly for other transitions gives, transition table § (g, «)
Inputs
States 0 1 2
- {90915 2.} {9, 49,} {4}
¢ {9, 9,} {2}
¢ 9 {2:}

TABLE : Modified Transition Table for the NFA in above figure

(i) F'contains g,,g,,9, because - closure (g,), e— closure (g,) and - closure (g,)

contains g, .

(V) M'=(Q,%,8,q,, F') NFAwithout ¢ transitionsis,

FIGURE : NFA without ¢ - transitions
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Example 4 : Forthe following NFAwith < — moves convert it into an NFA without ¢— moves.

FIGURE : NFAwith ¢— moves

Solution :

Let given NFA with «— moves be,
M=(0Q,%,3,q, F)
0={1,2,3,4,5,6,7,8} ; Z={a, b}
g,=1; F={1,7,8}

() Finding e closure:

First we need to find < — closure of all states of M.

3(q,e)=e —closure(q)

5(1,€)=e —closure(1)={1,2, 3,6}
5(2,€)=e —closure(2)={2,3,6}
5G,€)=c —closure(3)={3}
3(4,e)=e —closure(4)={4,5}
5(5,€)=c —closure(5)={5}

5 (6,6)=c —closure(6)={6}
8(1,€)=e —closure(T)={2,3,6,7}
5(8,€)=c —closure(8)={2,3, 6,8}



DEPARTMENT OF CSE

FINITE AUTOMATA 1.61

(i) Extended Transition function:
8(l,a) =e—closure (& (5'(1,6),(.7))

e— closure (8({1,2,3, 6}, a))
= €— closure ({4, 8})
={2,4,5,6,8}

5(1,) =€ uﬁclosure('é'(g(l,e),b))
= e—closure (8 ({1,2,3,6}, b))
= e closure (9)

= {9}

8(2.a)  =e—closure(5(5(2,€),a))
={2,4,5,6,8)
8(2,)  =e—closure(8(5(2,€)b))
= {¢}
5(3,a) =< —closure(S(6(3,),a))
={4,5}
5(3,b) =€ —closure(5(5(3,€),a))
=i}
3(4,a) = e—closure (5(3(4,6),&1))
={¢}
5(4,b) = & —closure (5(5(4.),b))
={T}
5(5,a) = € —closure (5(3(5,€),a))
={¢}
8(5,b) = € ~closure (5(5(5.€),b))
={7}
5(6,:1) = € —closure (5(5’:(6,6),0))
={8}
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5(6,b) = e —closure (5(5(6,€),b))
={¢}

3(7,a) = e—closure (5(5’(7,6),a))
={4,8}

8(7.b) = e —closure (5(5(7,€),b))
={¢}

5(8,a) = € —closure (5(5(8,€),a))
={8}

58,b) = € —closure (5(5(8,€).b))
={¢}

Final states of M includes all states whose e— closure contains a final state of M.
F={1178}

Transition table s,

a
{2,4,5,6,8}
{2,4,5,6,8}
{45}
¢
0
{8}
{4.8}
{8}

& o o M e o e |T
N~
N ad

@@mmawfo@

FIGURE : Transition Table for the NFA in above figure.
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Transition diagram of NFA without ¢ — transitionsis,

FIGURE :NFA without <— transitions
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REVIEW QUESTIONS

Q1. Explain difference between DFA and NFA.
Answer :
For Answer refer to Page No: 1.12.
Q2. Consider the FA shown in below figure. Check the acceptability of following strings:
(2) 0101 {b) 0111 (c) 001

FIGURE : F_inite automata

Answer :

For Answer refer to example - 1 , Page No : 1.13,

Q3.LetaDFA M =(0Q,%.8,q,.F) isshownin below figure.

FIGURE:DFA
Check that string 33150 is recognized by above DFA or not 7

Answer :

For Answer refer to example - 2 , Page No : 1.13.



DEPARTMENT OF CSE

FINITE AUTOMATA 1.65

Q4. Consider below transition diagram and verify whether the following strings will be

accepted or not ? Explain.

FIGURE : Given Transition Diagram

Start

i) 0011 ii) 010101 iiiy 111100 iv) 1011101 .
Answer :

For Answer refer to example - 3 , Page No : 1.14.

Q5. Consider the NFA shown in below figure. Check the acceptability of following string

scanf("%d", & num) ;

Note : Letter stands for any symbol from { a, b, ......... , z } and digit stands for any digit
from{0, 1,2, ...c.... 9}.
Answer ;

For Answer refer to example - 4 , Page No : 1.15
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Q6. Obtain a DFA to accept strings of a's and b's starting with the string ab .
Answer :
For Answer refer to example - 5, Page No : 1.16.
Q7. Draw a DFA to accept string of 0's and 1's ending with the string 011.
Answer :
For Answer refer to example - 6 , Page No : 1.18.
Q8. Obtain a DFA to accept strings of a's and b's having a substring aa .
Answer :
For Answer refer to example - 7, Page No : 1.20.
Q9. Obtain a DFA to accept strings of a's and b's except those containing the substring aab.
-~ Answer :
For Answer refer to example - 8 , Page No : 1.22.
Q10. Obtain a DFA to accept strings of a's and b's having exactly one a, atleast one a,
not more than three a's.
Answer ;
For Answer refer to example - 9, Page No : 1.24.
Q11. Obtain a DFAto accept the language L= { awa |w €(a+b)*}.
Answer :
For Answer refer to example - 10 , Page No : 1.27.
Q12. Obtain a DFAto accept even number of a's, odd number of a's .
Answer :
For Answer refer to example - 11, Page No : 1.29.
Q13. Obtain a DFAto accept strings of a's and b's having even number of a's and b's.
Answer :

For Answer refer to example - 12, Page No: 1.29.
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Q21. construct equivalent DFA forNFAM=({p,q,r,s}, {0,1}, 5. pfq, s}), where
& is given below . :

| o

1
p {q,s} {q}
@ {r} {q.r}
r {S} {q,r}

® {p}

Answer :

For Answer refer to example - 2, Page No : 1.45,

Q22. Find a DFA equivalent to NFA 17 — ({90:9; ,qz},'{O,l}, 8,90:{q,}) . where §is defined

as follows .
PS NS
0 1
=g, 90,9, } {9, }
g, {9, } g}
- {45 g, }
Answer :

For Answer refer to example - 3 Page No : 1.46.

Q23. ANFAwhich accepts set of strings over { 0, 1 } such that some two zero's are separated by

astring over{0, 1 }whose lengthis 47 (n> 0) is shown in below figure . Construct equivalent
DFA.

FIGURE:NFA

Answer :

For Answer refer to example - 4, Page No : 1.47.
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Q24. Convert following NFAwith < moves to NFAwithout € moves.
OB
(=~~~

For Answer refer to example - 1 , Page No : 1.53.

Answer :

Q25. Convert the following NFAwith < — moves into equivalent NFAwithout < — moves.

Answer :
For Answer refer to example - 2 , Page No : 1.56.

Q26. Find an equivalent NFAwithout <— transitions for NFAwith ¢— transitions
shown in below figure.

FIGURE : NFA with <- transitions

Answer :

For Answer refer to example - 3 , Page No : 1.58.
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Q27. For the following NFAwith <— moves convert it into an NFA without - moves.

FIGURE :NFAwith <c— moves

Answer :

For Answer refer to example - 4 , Page No : 1.60.



DEPARTMENT OF CSE

FINITE AUTOMATA 1.7
& OBJECTIVE TYPE QUESTIONS }
1. ‘Which of the following is there is an FA?

(a) State Transition (b) Input

(c) State d) All of the above.

2. Thebasiclimitations of Finite state machine is that
(a) it sometimes recognizes non regular language
(b) it sometimes does not recognizes regular language.
(¢)it can't remember arbitrary large information

(d) all of the above.
3. Givenadfa 4= (8,2, 50,8, F),Aacceptsaword we X iff
(@) 8(s,w)doesn't € F, Where s+ S0 (b) 8(s,w)e F, Where s+ So
(¢) 8(s,w)doesn't € F, Where s = Sp (d) 8(s,w)e F, Where s = sg
4.  dfacanrecognize
(a) Only regular language (b) Only unambiguous grammar
(c) Only CFG (d) Any grammar
5. dfahas:
(a) Unique path(for a set of inputs) to the final state
(b) Single final state
(c) More than one initial states (d) All of the above.
6.  Thelanguage generated by a deterministic finite automata is,
(a) Informal language. (b) Context sensitive language
‘ (c) Context free language (d) Regular Language
7. ltisgiventhat 8(g,x)=8(g, ), then (g, xz) = 8(g, yz) for All strings zin:
@ ~3 () 5+ © = @5

8.  Find the false statement for finite automata,
(@) if 6(q,y)=06(g,x)then 5(q,x2)=8(q,yz).  (b) 8(q,€)=q
(¢) 8(g,xw)=38(q, wx) (@) 8(g,xw)=58((g,x),w)

9. Consider the FA fora switch with ON/OFF facilities. The automata can be designed with
minimum no of states ?

()4 (b)3 ()2 @1
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10.

11.

12.

13.

14,

15.

16.

Application of finite automata cannot be found in:

(a) String matching (b) Lexical analyzers

(¢) Spelling checkers (d) Storage purpose

Find the false statement : An instantaneous description, of the finite-state automation is a
singleton ugv, where:

(a) the configuration is said to be a final configuration if v =e and g is the initial state.
(b) the configuration is said to be an initial configurationif u =€ and ¢is the initial state
(c) uvisastringin 5*

(d)qisastatein .S

L is anonempty language such that any w in L has length n, then any dfa accepting L must
have

(a) exactly (n+1) states. (b) .atmost (n+1) states

(¢)atleast (n+1) states (d) exactly n states
Find the false statement for finite automata,

(2) if 8(g,¥) = 8(g, %) then 8(g,xz) =8(q, yz)

(®) 3(g.9)=¢

(€) 8(g,xw) = 8(q, wx)

(d) 3(g,xw) =8(delta(q, x),w)

If.inadfa, 8(41,%)=q; and 8(gy,) =gy, then 8(gy, xy)is

(a) some state g4 (b) ¢4 () g7 (d) None of the above.

For a deterministic finite automata, M =(S,%,8,qy, F);8, the transition function is defined
as:

(@) 5:5xz 5+ () 8:5x5 >3
©) 8:5x2 >3 (d) 3:5xZufe} » 0
The rules for nfa state that ........

(a) every state of a nfa may have zero, one, or many exiting transition arrow for each
symbol in the alphabet,plus",

(b) every state of a nfa may have zero, one, many exiting transition arrow for each symbol
in the alphabet,

(c) every state of a nfa must always have exactly one exiting transition arrow for each
symbol in the alphabet.

(d) every state of a nfa must always have at most one exiting transition arrow for each
symbol in alphabet.
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17.

18.

19.

20.
21.

22,

The rules for dfa state that ........

() every state of a dfa must always have exactly one exiting transition arrow for each
symbol in the alphabet.

(b) every state of dfa must always have at most one exiting transition arrow for each
symbol in the alphabet.

(c) every state of a dfa may have zero, one, or many exiting transition arrow for each
symbol in the alphabet,plus". ,

(d) every state of a dfa may have zero, one, or many exiting transition arrow for each
symbol in the alphabet.

A nfacomputes by reading in an input symbol from a string, and splits into multiple copies
of itself, one for each possible transition. If the next input symbol doesn't appear on any of
the arrows existing for the current state of a copy of the machine, that copy dics. A nfa
accepts an input string when all the input symbols have beenread and........

(a) any one of the alive copies of the machine are in an accept state.

(b) all copies of the machine that died were in areject state

(c) any one copy of the machine that died was in a reject state.

(d) all of the alive copies of the machine are in an accept state

Consider the following two finite state machine in Figure.

(@) The first finite state machine accepts nothing

(b) Both are equivalent _‘@ and _’O @

(c) The second finite state machine accepts e-only

(d) none of the above.

For text searching applications which of them is used:

(a)npda (b) pda (c)dfa (d)nfa

If S is the number of states in ndfa then equivalent dfa can have maximum of
(a) o5 _1 states (b) s states (c) S-1 states (d) S states

How many 0f 00, 01001, 10010, 000, 0000 are accepted by the following nfa :

(a)3 (b)4 ©1 (d)2
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23.

24,

25.

26.

For a non-deterministic finite aceepter, M =(S,%,8,q¢, F);5 , the transition function is
defined as: ‘

(@) 5:85x(Ex{e}) —» 25 Ms: x> §
©) 5:5xx 325 (d) None of'these.
Find the true statement, |

(@) There is nothing like non-determinism in finite-state automata,
(b) It depends from case to case.

(¢) Non-determinism does not add to the recognition power of finite-state automata,
(d) Non-determinism adds to the recognition power of finite-state automata,

Given an arbitrary non-deterministic finite automation(nfa) with N states, the maximum
number of states is an equivalent minimized dfa is at least

(@) M (b) o¥ (c) oN d n?
M=({4,,9,,9;}.{01,6,q,{q; }) is anondeterministic finite automation, where delta is given
by 8(q1:0) ={92.93}  &(g.))={q}
8920 ={q1.92}  8(g2.)) = {¢}
8(93,0) = {g2}, 8(g3.D) ={q1.92}
Anequivalent dfa is given by which one of the following :
(@) 0 1 () 0 1
q0 91 q0 40 q q0
q 92 92 9 92 92
2 90 73 92 73 90
q3 2 k] q3 a3 2
(©) 0 1 (d 0 1
90 aQ 90 90 q 90
US| 92 92 Ui 92 q2
U¥] 90 q3 92 q3 q0
Uk} a3 2 g3 a3 92
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27. Therecognizable property of dfa and ndfa

(a) Must be same (b) May be different
(c) Must be different (d) None of the above.
| ANSWER KEY

1@d) 2() 3@ 4@ 5@ 6 7(0b) 8() 9() 10(d)

11@) 12(c) 13(c) 14(b)15(c) 16(a) 17(a) 18(a) 19(d) 20(d)
21(b) 22(d) 23(a) 24(c)25(c)26(c) 27(a)
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FINITE STATE MACHINES

After going through this chapter, you should be able to understand :

Finite State Machines

Moore & Mealy Machines

Equivalence of Moore & Mealy Machines
Equivalence of two FSMs

Minimization of FSM

2.1 FINITE STATE MACHINES (FSMs)
A finite state machine is similar to finite automata having additional capability of outputs.

Amodel of finite state machine is shown in below figure

Finits eontrol

Input reading Output
head producing head
WL TTTTTs] MDITTITTs]
' ' v

Input tape Output tape

FIGURE : Model of FSM
2.1.1 Description of FSM
A finite state machine is represented by 6-tuple (0,2,A,5,4 4o ) » Where
1. Qisfinite and non - empty set of states,

2. g isinputalphabet,
3. A isoutput alphabet,
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4. 3 istransition function which maps present state and input symbol o to the next state or
Ox2—>Q,

5. 3 isthe output function, and
6. ¢,=0Q,istheinitial state .

2.1.2 Representation of FSM

We represent a finite state machine intwo ways ; one is by transition table, and another is by
transition diagram . In transition diagram , edges are labeled with Input/ output.

Suppose , in transition table the entry is defined by a function F, so for input a, and state g,
(g, 0;) = (8(q,, a,), Mg;,a,)) (where § is transition function, 3 is output function,)

Example 1 : Consider a finite state machine, which changes 1's into 0's and O'sinto 1's
{ 1's complement ) as shown in below figure .

Transition diagram :

(=Ds
—

FIGURE : Finite state machine

Transition table :

Inputs
0 I
Present Next State (NS) | Cutput Next State (NS) Output
State(PS)
q q ! q 0
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Example 2 : Consider the finite state machine shown in below figure, which outputs the 2's
compiement of input binary number reading from least significant bit (LSR),

FIGURE : Finite State machine

Suppose, input is 10100. What is the outsut ?
Solution : The finite state machine reads the input from right side (LSB).

Transition sequence for input 10100 :

Inputs ..,
OO O S O =0 e
Outputs .
So, the output is 01100,

2.2 MOORE MACHINE

It the outpus of finite state machine is dependent on present state only, then this model of
finite state machine is known as Moore miachine.

A Moore machine is represented by 6-tuple (2, £,A,6,4.q,), Where
Q is finite and non-empty set of states,
¥ is input alphabet,
A isoutput alphabet,
8 1s transition function which maps present state and input symbol on to the next state or
Ox i - Q,
A Is the output function which maps O — A, (Present state —» Qutput), and
4o € © ,1s the initial state .

B TS

[ S

If Z (1), g (r) are output and present state respectively at time f then
Z({t) = h(q ().

Formput & (null string), Z (r) = 2 (initial state)
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Example 1: Consider the Moore machine shown in below figure.Construct the transition
: table. What is the output for input 010107

Quitput = 0

Output = 1

FIGURE: Moore machine

Solution : Transition tableisas follows:

Inputs
0 i
Present Next State Next State Output
State (PS) State (NS} State (NS)
g, g, ‘3 0
4 4, 4 0
2, 4 3 0
4 q, g, 1

Transition sequence for string 01010

O OanOanOsnOsnO
AN B 0 0 0 0 N/

So, the output is 00000,

Note : Since, the output of Moore machine does not depend on input. So, the first output
symbolis additional from the initial state without reading the input i.e., null input and output length
is one greater than the input length, but not included in the above output.
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Example 2 : Design a Moore machine, which outputs residue mod 3 for gach binary input string
freated as & binary integer.

Solution : Let Moore machine M = (Q, T, A, 8, A, ¢,), where T = {0, 1}
A = {0, 1,2} (outputs after mod 3), |
Let three states {g,, ¢4, q,} arethereand
State g, outputs 0,
State ¢, outputs 1, and
State ¢, outputs 2.
Ifinputis binary string X, then
X is followed by a 0 is equivalent to twice of X
X is followed by a 1 is equivalent to twice of X plus 1.
X0 = (2% X)), (indecimal system), and
X1=(2* X ), +1 (indecimal system)
X mod3=rfor r=0o0r1or2, then
XOmod3=2%rmod3 (¥or input )

=(orZori

For transition :
G, > Gorrmeas fore=90,1,2
X imod 3=(2 *# + 1)mod 3 (Forinpatl)
= 10,2

For transition :

dr ™ Frasr+tymod 3 forr=0,1,2
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Transition diagram :

Exampie 3 : Design a Moore machine which reads input from (0+1+2)* and outputs residue mod
5 of the input. Input is considered at base 3 and it is treated as ternary integer.

Solution :

LetMooremachine M = (0, T, A, 8, A, g,) produces outputresidue mod 5 for each input
string written in base 3. '

T o= {0,1,2),A = {0,1,2,3,4}

Let five states {g,. 41, 94, 43, ¢4} arethere and

State g, outputs 0,

State 4, outputs 1,

State ¢, outputs 2,

State g, oufputs 3, and

State g, outputs 4.

I input is binary string w, then

w is followed by a 0 is equivalent to thrice of

w isfollowed by a 1 is equivalent tothrice of s plus 1,
w is followed by a 2 is equivalent to thrice of w plus2.

Or

W0 =(3*W ) (ndecimal system),

W1e (3%W ) +1 (indecimal system),

W2=(3*W)y +2 (indecimal system)

Ifwmod 5=p,forr={0,1,23,4} (inthe order of the elements), then
Womod 5=3*rmod 5 (Forinput()

= {0,3,1,4,2} (Inthe order of elements)
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For transition:
0, O rmas for r={0,1,2 3,4} (inthe order of the elements)
Wimod 5=3*r+1ymod 5 (forinputl)
= {1,4,2,0,3} (Inthe order of elements)

For transition :
@, > Qsrratymos s for ¢ = {0,1,2,3,4} (inthe order of the elements)
W2mod 5=(3*7+2)mod 5 (forinput2)
={2,0,3,1,4} (Inthe order of clements)

- For fransition : _
Q, = Quaeranmas for r = {0,1,2,3,4} (intheorder of the elements)
Transition fable

Inputs
0 1 2
PS NS NS NS Output
Ty 9 _ 9 2 0
iy 3 d4 dy 1
qa 4 gz g 2
s 4 9o H 3
% 9 4s % 4

2.3 MEALY MACHINE

If the output of finite state machine is dependent on present state and present input, then
this model of finite state machine isknown as Mealy machine.

A Mealy machine is described by 6 - tuple (0,2.A,8.2,4,) ,
where

1. © is finite and non-empty set of states,

2. s isinputalphabet,

3. A isoutputalphabet,
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4. g istransition function which maps present state and input symbol on to the next state or

gx I -> @G,
5. 3 isthe output function which maps OxX—» A (Present state, present input symbol) —

Qutput ), and
6. g, Q,istheinitial state.
If 2(t), q(r), and x (r) are output, present state, and present input respectively at time ¢,

Then, Z (1) = & {g (O, x(£))

Forinput ¢ (nullstring), Z () = e

Exampie 1: Consider the Mealy machine shown in below figure. Construct the transition table
and find the output for input 01010,

FIGURE : Mealy Machine

Solution : Transition table is construcied below.

Inputs
0 1
PS NS Output NS Output
8, 5 1 s, 0
3 5, 0 8, 1
S’l s! } Sl 0
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Transition sequence for input 01010

1 1 N1 N /1

(So, the outputis 11111.)
(Note : The output length is equal to the input length).

Example 2 : Construct a Mealy machine which reads input from {0, 1} and outputs EVEN or
ObD according o total number of 1°s even or odd.

Solution :

We consider two states ¢,, which outputs EVEN and 4, which outputs ODD.
Suppose, ¢ e(0 + 1)" haseven number of I's, thenall also has even number of 1's.

Suppose, b «(0 + 1)° has odd number of I's then bl also has odd number of I's.
Transition diagram :
0/ EVEN

1/EVEN

FIGURE : Mealy Machine

Example 3 : Design a Mealy machine which reads the input from (0+1)* and produces the
following ouiputs.

(i) ¥ input ends in 101, output is A,

(i} H input ends 110, the cutpuitis B, and

{iiiy For other inputs, outputis C.

Solution : Suppose, Mealy machine M = (0, I, A, 8, A, ¢,) whichreads the inputs from
(0 + 1) *, starting from the least significant bit (LSB).
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Consider three LSBs of Input Output
L0000 (X ¢
001 (X) c
010 (X) C
011 (X) c
..100 (X) c
101 A
o H) B
INIINC.S c

Transition diagram :

101/ 4 D}
i 12{}/3@

x/C
@)

FIGURE : Moore Machine

2.4 EQUIVALENCE OF MOORE AND MEALY MACHINES

We can construct equivalent Mealy machine for a Moore machine and vice-versa. Let A, and
M, beequivalent Moore and Mealy machines respectively. The two outputs 7, (w) and 7, (w)
are produced by the machines M, and A7, respectively for input string w . Then the length of

7, (w) is one greater than the length of Z,(w), ie.

[T =B m|+1

The additional length is due to the output produced by initial state of Moore machine. Let output
symbol x is the additional output produced by the initial state of Moore machine, then -
Ti(w)=xTr(w). |
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It means that if we neglect the one initial output produced by the initial state of Moore machine,
then outputs produced by both machines are equivalent. The additional output is produced by
the initial state of (for input ) Moore machine without reading the input. '

Conversion of Moore Machine to Mealy Machine
Theorem : If 31, =(0.%,A,8,2,4,) isaMoore machine then there exists a Mealy machine
M, equivalentto M,. _
Proof : We will discuss proof in two steps.
Step 1 : Construction of equivalent Mealy machine A, , and
Step 2 : Outputs produced by both machines are equivalent.
Step 1{Construction of equivalent Mealy machineM,)
Let M, =(0,%,A,8,1",q,) whereallterms 0,5, A, 8, ¢, are same as for Moore machine and
A’ is defined as following :
Mg,ay= A8 (g anforallg e Gand 4 ¢ 3

The first output produced by initial state of Moore machine is neglected and transition
sequences remain unchanged.
Step 2 : If x is the output symbol produced by initial state of Moore machine M,, and
T;(w), T, (w) are outputs produced by Moore machine A4, and equivalent Mealy machine 4,
respectively for input string w, then

Ti(w) =xT,(w)
Or Output of Moore machine = x| | Output of Mealy machine
(The notation | | represents concatenation) .

If we delete the output symbolx from 7, (w) and suppose itis 7y (w) which is equivalentto

the output of Mealy machine. So we have,
I (w) = T(w)
Hence, Moore machine A4, and Mealy machine M, are equivalent,

Example 1 : Constructa Mealy machine equivalent to Moore machine M, given in following
transition table.
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Inputs
0 1
Present Next State Next State
State (PS) {NS) (NS) Output
s 4 & 1
9 3 P 0
a 4 2 1
s 4, % 1
Solution : Let equivalent Mealy machine M, = (Q,2.A,8,4,9,4)
where
Lo Q={q¢.9,,9243}
2. %= {0,1}
3, A={01
4. 3 isdefinedas following:
Forstate ¢,:4'(¢4,0) = AU8(g0.0)) = A (g;) =0
Agqd) = A(6(go,1)) = M) =1
Forstate ¢, : A" (g, 0 = 2 (3 (g, 00 = A{gs) = 1
Mg, D) = A0 (L) = Mg =1
Forstate g, : ' (¢,,0) = A (8 (g, 0 = A{g) = T
Mg, D) = 2B (g, 1) =A{g) =0
Forstate ¢4:47(g3.0) = A(9(gq3,0) = A{gy) =1
Mgy ) = 2B (g D) = dlgy) = 1
Transition table ;
Inputs
0 1
PS NS Output NS Output
~4q 4 0 % 1
9 g3 1 'y 1
a4, P 1 4 0
43 4q 1 43 1
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Transition diagram :

Example 2 : Constructa Mealy machine equivalent to Moore machine A/  =(G.2A8,4.4,)

FIGURE: : Mealy Machine

described in following transition table.

Inputs
] |
Present Next State Next State
State (PS) {(NS) (NS) Ontput
4y K q 0
# 0 % 1
) 9 4 Y
2 q 9o O

Solution : Letequivalent Mealy machine M, = (0,3,4,5,4",q,) » Where

L Q*{Q(nq},@’g,f]g,}
2. T ={01}
3. A= 10,1

4. )’ 1sdefined as following :

Forstate  qy2(g,.0) = 4(8(40,0) = A(gs) = 0
A(qe,1) = HE(gq,1) = Ag,3=1
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Forstate ¢q,:M (g0 = A3 (g, 0 = Alg) =1
V(gD = A8 (g, =rg) =0

Forstate g, :A (g2 0) = A(8(g.0) = A(gy) = 0
Mg = A B (gD)) = A(g) = 0

Forstate g, : A (g5, 0) = A (3(g5,0)) = A(gs) = 0

A(g3.1) = A(6(gs,1) = A{ge) =0
5. Transition is same for both machines, and

6. ¢, isthe inmtjal state.

Transition tabie !

Inputs

H i
P8 NS Qutput NS Output
4 4 0 @ 1
q 4 1 4, 0
a 5 0 3 0
qs VE! 0 /A 0

Conversion of Mealy Machine to Moore Machine
Theorem : If M, =(Q,%,A,8,2,q,) isaMealy machine then there exists a Moore machine
M, equivalentto M.
Proof : We will discuss proofin two steps.
Step 1 : Construction of equivalent Moore machine M, , and
Step 2 : Outputs produced by both machines are equivalent.
Step 1 : Construction of equivalent Moore machine M,
We define the set of states as ordered pair over O and A . There is also a change in transition
function and output fimction.
Let equivalent Moore machine M, = (Q',2,4,6",4".40)>
where |
1. O ¢ Q x A isthesetof states formed with ordered pair over O and 4,
2. v remains unchanged,
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3. A remains unchanged,
4. 5 isdefined as follows:
8 (g, bl.a) = [8(q,a) A (g,a)], where § and } are fransition function and output
function of Mealy machine.
3. isthe output function of equivalent Moore machine which is dependent on present state
only and defined as follows :
Mg 0D = b
6. 4, istheinitial state and defined as [g,, 5,1, where ¢, is the initial state of Mealy machine and
b, is any arbitrary symbol selected from output alphabet A .
Step 2 : Outputs of Mealy and Moore Machines
Suppose, Mealy machine M, enters states g, ¢,, ¢s,...9, On Pt a,, @5, gy, ....q, and
produces outputs &, b,, by, ... b, then M, entersthestates [g,, 5,1, (91> 5,1 {2, B 1o+ 2 [958, )
and produces outputs b, b, b,, ... b, asdiscussed in Step 1. Hence, outputs produced by both
machines are equivalent.
Therefore, Mealy machine M, and Moore machine M, are equivalent.

Example 1 : Consider the Mealy machine shown in below figure. Construct an equivalent
Moore machine.

FIGURE : Mealy Machine
Solution : Let M,=(0,2,AF,4.4,) is a given Mealy machine and
M, =(Q".2,A.8",4",q,") betheequivalent Moore machine,
where
L @ < {l9¢,7L140. ¥LIg1. 71k, ¥) a2, 7L[g,. ¥1) (Since, O € Q x A)
2. 3= {0,1)
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3. A= {myh
4. g,'=lge. ], where g, is the initial stateand y is the output symbol of Mealy machine,
5. § isdefinedas following:

Forinitial state{qg,, v] :
5’({616:})],8) - {5(9{) ,0),/1((]3 :0)} - {‘g} ,?’!]
5f(£q0:y}$1) = ié‘(QOJ):;"(QG 3)} = {an]
For state [g,, n} :
& ([g1, 11, 0) = 18 (q,0), % (41, 0} = [y, )]
Sf(l g1 H],l) = Is(‘h 32}17“(‘3“1 A )}:‘“{q 2 M}
For state Ig,, #n] :
8 ([g;,71 0) = [8 (g5, 0 A (g, O)] = 4y, 7]
& ([QE’ i“i], i) = [5 (QRS 1) E A (Q’z» 1)] = 592, }’}
For state [¢,, ¥] :
8 ([gqy, ¥L 0 = [8(q1; 0 A (g, B = g3, ¥]
8 ([g1, ¥}, 1) = B (g, 1. A (g1, D] = 42, 4]
For state {g,, ] :
8’ (IQb y]: 0) - [8 (QZo O)a /8 (‘32 :0)] = §QI.= H}
8 ([q, ¥1 1) = [8(q2, 1, A (g2: D] = [45, 1]

(Note : We have considered only those states, which are reachable from initial state)

6. 3 isdefined as follows :

Alge-y]l=Y
A g nl = n
A gy, ml = n
Mgyl =y

Migy,yi=y
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Transition diagram :

FIGURE : Moore machine

Example 2 : Construct a Moore machine equivalent to Mealy machine A, = (Q,.A.6,4, do)
descriped in following iransition table

Inputs
0 1
PS NS Ouiput NS Output
9, q, Z a4, &
Qs QJ 22 Qz Zz
gg {II Z; Qz zz

Solution :

Let M, = (Q,%.A,6,4,q,) is given Mealy machine and A, = (Q',2.A",8",4",4,') bethe
equivalent Moore machine, where

. gc {190, 21L190.2, Llge. 2. gy 221195, 2, L [g,. 2, 13 (Since, @' ¢ O x A)
Z=1{0,1

2
3. N = {55}
4

Let starting state ¢y'={g,,2,] where g, is the initial state and z, is the output symbol of
Mealy machine,
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5. & isdefinedas follows:

For initial state [g,, 2, 15 '(199, 2 1,0) = [8(40,0%,4(¢0,0)] =141 ,2y]
8'(14, 2, 11) = [8(go 1440 D] = 192:41]

(Nete : Both states {g,,z,] and [g,,2] arereachable from inifial state.}

For state [g;. 2,18 '([4,>71.0) = [6(4,.00,4(2,,01 =1a1,7,]
' g1, 21D = [8(g,1)40q: . 0] =14g4, 2]

For state [g,,2, 18 ([9;,% 10) = [6(g5.0%4(¢,,0)] = {9::2]
5'(q2> 2111 = [6(22 1% Ag2 10 = 42,23

(Note : Both states [g,,2,] and [g,,z,] are reachable states.)

For state {q,,2, 16 '((4y, 2, 1b0) = [6(q,.00.4(4:,0)] =1g:,2.]
'L gy, 2, B0 = [8(g D Agr Dl =94, 21]

For state {g,,2, 18 ([ 42,2, 1.0) = [6(g,.0),4(2,,0)] =lg:,%]

8'([45572 1) = [8(q31),4(q, D] = 142,72, ]
(Note : We have considered only those states, which are reachable from initial state.)
6. o isdefined asfollows:

Alaysz}= 5
Algpal= 2
A4z, 21 = 2
Algy.z 1= 2,
A1g2,22]1= 2,
Transition Table

Inputs
0 1
PS NS NS QOuiput
{490.%] (g, 21} 191,%] Z
[g1521] [g1:2,} (92, 4] |
142,71 fq.24] 19,,2,] ¥4
91.2:] {q1.27,] 925211 Z
{92=22] [‘:lezd [42,22] Zy
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2.8 EQUIVALENCE OF FSMs

"Two finite machines are said to be equivalent if and only if every input sequence yields identical
output sequence.

Example :
Consider the FSM A, shown in figure (2) and FSM A, shown in figure (b).

N G

Figure (b)

Arethese two FSMs equivalent ?
Solution :

We check this. Consider the input strings and corresponding outputs as given following ;

input string Cutput by A, Qutput by A,
(H o1 00 00

(2) 010 001 001
(30101 0011 0011
4) 1000 - 011t 0111

{5) 10001 01111 01111

Now, we come to this conclusion that for each input sequence, outputs produced by both machines
are identical. So, these machines are equivalent. In other words, both machines do the same
task. But, A/, hastwo states and M, has four states. So, some states of M, are doing the same
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task i. e., producing identical outputs on certain input. Such states are known as equivalent states
and require extra resources when implemented.
Thus, our goal is to find the simplest and equivalent FSM with minimum number of states.

2.51 FSMMinimization

We minimize a FSM using the following method, which finds the equivalent states, and mesges
these into one state and finally construct the equivalent FSM by minimizing the number of states.

Method : Initially we assume that all pairs (gq,q,) over states are non - equivalent states

Step 1 : Construct the transition table.

Step 2 : Repeat for each pair of non - equivalent states (g,.4,)
(a) Do ¢, and g, produce same output ?
(6) Do g, and g, reachthe same states foreachinput g € Z?
(¢)  If answers of (a) and (b) are YES, then ¢, and g,are equivalent states and
merge these two states into ope state [g,,¢,] and replace the all occurrences of
g, and g, by [g,.¢;] and mark these equivalent states.

Step 3 : Check the all - present states, if any redundancy is found, remove that.
Step 4 : Exit.

Example 1 : Consider the following transition table for FSM. Construct minimum state FSM.

Inpuis
) 9 1

Present Next State Next State

State(PS) {NS) {NS} Cutput
go ‘Jc Qt 0 ’
g, 4. s 1
g, 4 e 1
g g, 4, 1
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Solution :

Pairs formed over {g,.9,.92.93} 8¢ (4.9 )4q0:421(G0-931(q1:92 ) (81:95)» (43.935) -
Consider the pair (4,.9,) :

A(gy)=0
My )=1

Hence, g, and g, are not equivalent.

Consider the pair (g,.9,) !
Ago)=10 -
Agy)=1

Hence, g, and g, are not equivalent

Consider the pair (¢,.4,) :
A¢o)= 0
Algs)=1
Hence, ¢, and ¢, are not equivalent

Consider the pair (g,.9,) :
Agi)=1
A(g;)=1
Outputs are identical .
Now, consider the transition :
8(q:,0)=9q,, 6{(q,.1)= g,
5(@2 ’O)»:; YER 5(4231):" 4y
So, transitions from ¢, and ¢, are noton the same state for 0 input.
Hence, g, and ¢, are notequivalent
Consider the pair (4,,9,) :
Ag=1
A(gs)=1
Outputs are identical .
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Now, consider the transition :

§(q1,0)=a,, 5(q1sD)= ¢,

5(qs.0)=q5, 8(¢3,1)= 4o
So, transitions from ¢, and ¢, are not on the same state for 0 input.
Hence, g, and g, arenot equivalent.

Consider the pair (¢,.4.) :
Ag;)=1

Algy)=1

Quiputs are identical .
Now, consider the transition :

5(q,,0)= ¢35, 8(g2:.D)= 4

5(q:,0)= g5, 6(9;5.1)= 4
So, transitions from g, and g, are identical for inputs Oand 1.
Hence, ¢, and g, are equivalent states.

So, merging ¢,and g, into [g,.9,] torepresent one state and replacing ¢, and ¢, by [4,.6,1,
we have following intermediate transition table 1.
Intermediate transition table 1

0 Inpufs
Prosent State Next State Next State
(PS) (NS) (NS) Output
- g, s 4 0
g [92.45] : s 1
{92:95) (92951 4, 1
(q:.4:) (42,451 | 4s 1

Applying Step 2 further on intermediate transition table we see that g,.q,.q,] are equivalent
siates. '
So, replacing ¢, and {g,.95]1 bY [4,.9,.9,], we have intermediate transition table 2.
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Intermediate transition table 2

0 Inputs ’
Present State Next State Next State
Ps) (NS) (NS) Output
-> 4, g, [91:95:95] 0
(41,9291 [41:92545] 4o 1
19142951 101:495:95) Ty 1
9192451 91925951 9 1
Applying Step 3 and removing redundancy, we have to delete two rows.
Now, we have the following final transition table 3 :
Transition table 3
0 Inputs 1
Present State Neoxt State Next State
(PS) (NS) {NS) Qutput
¥ 4, 4, [QZ 2y ] 0
[9)4,.45] 1919,-95} &y 1

Transition diagram :

Example 2 : Consider the following transition table of a Mealy machine. Construct minimum state

Mealy machine,

Inputs
0 1
PS N S Output N § Output
- q, o g, 0
g, 4o A 1
g, 4, 7, 1
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Solution : Last two rows of transition table show that states g, and g, are equivalent states.
So, replacing these states by [g,.¢, ], wehavethe following intermediate transition table.

Inputs
0
PS NS Qutput N S Quiput
=» gy qy {9:.42] 6
[g1:92] o 1919, ]
[4:9,] o (915921 1
Deleting the last row, we have the following final transition table.
inputs
0
PS NS Qutput N 5 Cutput
-» Gy 0 [41:4] 0
191,421 o {g1,95] 1
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REVIEW QUESTIONS

Q1. Define and explain about Moore Machine.
Answer !

For Answer refer to Topic : 2.2, Page No: 2.3.

Q2. Consider the Moore machine shown in below figure.Construct the transition
table. What is the output for input 01010 9

Cutput = 0
Cuiput = 1

FIGURE: Moor_e machine
Answer ;

For Answer refer to example - 1, Page No : 1.2.4.
Q3. Design a Moore machine, which outputs residue mod 3 for each binary input string
treated as a binary infeger,
Answer :
For Answer refer to exampie - 2, Page No ; 2.5.
Q4. Design a Moore machine which reads input from (0+1+2)* and outputs residue mod

5 of the input. Input is considered at base 3 and it is treatad as ternary integer.
Answer : .
For Answer refer to example - 3, Page No : 2.6,
Q5. Define and explain about Mealy Machine .
Answer :

For Answer refer to Topic : 2.3, Page No : 2.7.
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Q6. Consider the Mealy machine shown in below figure. Construct the transition table and find
the output for input 01010,

FIGURE : Mealy Machine
Answer :

For Answer refer to example - | , Page No : 2.8.
Q7. Constructa Mealy machine which reads input from {0, 1} and outputs EVEN of ODD according
to total number of 1's even or odd.
Answer ;
For Answer refer to example - 2 , Page No : 2.9,
8. Design a Mealy machine which reads the input from {0+1)* and produces the foliowing outputs.
(i) if input ends in 101, outputis A,
(i) If input ends 110, the outputis B, and
(i) For other inputs, outputis C.
Answer ;
For Answer refer to example -3, Page No : 2.9.
Q9. Explain conversion of Moore Machine to Mealy Machine.
Answer :

For Answer refer to Theorer, Page No: 2.1
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Q10. Constructa Mealy machine equivalent to Moore machine 44, given in following transition

table.
Inpuis
0 i
Present Next State Next State
State (PS) (NS) (NS) Output
9, @ 2 1
0 4 % 0
% 9 % ]
7 9o 0 1
Answer :

For Answer refer to example - 1, Page No : 2.11,

Q11. Construct a Mealy machine equivalent to Moore machine M, = (Q,5,A,6,4,4,)
described in following transition table.

Inpuis
0 |
Present Next State Next State
State (PS) (NS) (NS) Qutput
. Qo ‘h\ QI O
& 4 5] 1
7 K 2 0
i 0 s 0

Answer :

For Answer refer to example - 2, Page No : 2.13.
Q12. Explain conversion of mealy machine to moore machine.
Answer !

For Answer refer to Theorem , Page No : 2.14,
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Q13. Consider the Mealy machine shown in below figure. Construct an equivalent Moore

machine,

FIGURE : Mealy Machine

Answer : _
For Answer refor to example - 1, Page No 1 2.15.

Q14. Construct a Moore machine equivatent to Mealy machine M = (0.5,A,8,4,4,)
described in following transition table '

Answer :

For Answer refer to example - 2, Page No 1 2.17.

Q15. Explain about equivalence of two FSMs with an example.

Answer :

For Answer refer to Topic : 2.5, Page No: 2.19.

Inputs
0 1
PS NS Qutput N§ Qutput
s 4, & i, Z
q, g, 23 4, Z
Qz qi Z] q; 22

(Q16. Explain procedure for FSM minimization.

Answer »

For Answer refer to Topic : 2.5.1, Page No:2.20.
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Q17. Consider the foliowing transition table for FSM. Construct minimum state ESM.

Inputs
, 0 1

Prosent Next State Next State

State{P8) (NS} (NS) Cutput
g, s g, 0
g, a, G 1
g, 4, 9o 1
q, 4, 2, 1

Answer ;

For Answer refer to example - 1, Page No : 2.20.

Q18. Consider the following transition table of a Mealy machine. Construct minimum state Mealy

machine,
mpas
0 1

PS NS Output N S Output
- q, q, & q, 0

g, a, 0 g, 1
g 4, 0 4, 1

Answer ;

For Answer refer to example - 2, Page No : 2.23.
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OBJECTIVE TYPE QUESTIONS ]
The automata in which the output depends only on the status of the machine is called:
{a) Moore machine (b) Mealy machine
(¢) Any finite automata (d) both (a) &(c)

Choose the correct statement

(a) A Mealy machine has no terminal state

(b) A Mealy machine generates no language as scuh

(¢) A Moore machine generates no language as such {d) All.
Choose the correct statement

(a) A Mealy machine has no terminal state

(b) A Mealy machine generates no language as such

(¢) A Moore machine generates no language as such

(DAl '

The major difference between a Moore and Mealy machine is
(a) Qutput of Moore depends on output only

(b) Qutput of Moore depends on present state and input

(¢) Output of Moore depends on state only

{d)None.
Choose the correct statements
(2) Any given Mealy machine has an equivalent Moore machine
{b) Moore and Mealy machines are finite state machines with output capability
(¢) Any given Moore machine has an equivalent Mealy machine
(dyAlL
The finite state machine in below figure isa
g/L1/0

—(°

(a) Kleene machine (b) Mealy machine
{¢) Moore machine {d)none of the above
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7. Mooremachineis :
(2) Automaton in which the output depends only on the state and the input.
(b) Automaton in which the output depends only on the states
(¢) Automaton in which the output depends only on the input
(d)None of the above,

ANSWER KEY

by 2@ 3 4@ 5@ 6b) T
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REGULAR LANGUAGES AND
FINITE AUTOMATA

After going through this chapter, you should be able to understand :

Regular sets and Regular Expressions
Identity Rules

Constructing FA for a given REs
Conversion of FAto REs

Pumping Lemma of Regular sets

Closure properties of Regular sets

3.1 REGULAR SETS

A special class of sets of words over S, called regular sets, is defined recursively as follows.
(Kleene proves that any set recognized by an FSM is regular. Conversely, every regular set can
be recognized by some FSM.)

1. Every finite set of words over S (including ¢, the empty set ) is aregular set.

2. If Aand B are regular sets over S, then 4, p and AB are also regular.

3. IfSisaregularset overS, then so is its closure S*.

4. Nosetisregularunless it is obtained by a finite number of applications of definitions (1) to (3).

i.e., the class of regular sets over S is the smallest class containing all finite sets of words over S
and closed under union, concatenation and star operation.

Examples:

) Let X={a,b}then the set of strings that contain both odd number of a's and b's is a
regular set.

i) Let £ ={0} then the setofstrings {0,00,000 ......} isaregular set.

if) Let £ = {0,1} then the setof strings {01,10 } is aregular set.
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3.2 REGULAR EXPRESSIONS

The languages accepted by FA are regular languages and these languages are easily described
by simple expressions called regular expressions. We have some algebraic notations to represent
the regular expressions.

Regular expressions are means to represent certain sets of strings in some algebraic
manner and regular expressions describe the language accepted by FA.

If 5 isanalphabet then regular expression(s) over this can be described by following rules.

1. Anysymbol from Z.e and ¢ are regular expressions.

2. If » and », are two regular expressions then union of these represented as r, U r, or
n + r, isalso aregular expression

3. If 7, and r, are two regular expressions then concatenation of these represented as rr, is
also aregular expression.

4. TheKleene closure of a regular expression 7 isdenoted by » * is also a regular expression.

Ifris aregular expression then () is also aregular expression.

6. The regular expressions obtained by applying rules 1 to 5 once or more than once are also

o

regular expressions.
Examples :
(1) If S = {a,b},then
(a) aisaregular expression (Usingrule 1)
(b) bisaregularexpression (Usingrule 1)
(¢) a4 + b isaregular expression (Using rule 2)
(d) 5+ isaregularexpression (Using rule 4)
(e) ab isarcgular expression (Usingrule 3)
(f) ab + b+ isaregularexpression (Using rule 6)

(2) Find regular expression for the following

(a) A language consists of all the words over {a, b} endingin p .

(b) A language consists of all the words over {a, b} endingin pp.

(c) A language consists of all the words over {a, b} starting with aand ending in b.

(d) A language consists ofall the words over {a, b} having pp as a substring.

(e) A language consists ofall the words over {a, b} ending in aab.

Solution :Let E={a,b},and

Allthewordsover £ = {e a,b, aa, bb, ab, ba, aaa, .. ... }=Z*or(a+b)*or(awb)*
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(a) Regular expression for the given languageis (a + b) * b

(b) Regular expression for the given languageis (a + b) * bb

(c¢) Regularexpression for the given languageis a (a + b) * b

(d) Regular expression for the given language is (@ + b) *aa or aa(a + b) * or
(a+b)*bb(a+b)*

(e) Regularexpression forthe given language is (a + b) * aab

The table below shows some examples of regular expressions and the language
corresponding to these regular expressions.

Regular expression Meaning

(a+b)* Set of strings of a's and b's of any length including the
NULL string.

(a+b)*abb Set of strings of a's and b's ending with the string abb.

ab(a+b)* Set of strings of a's and b's starting with the string ab.

(at+b)*aa(a+b)* Set of strings of a's and b's having a sub string aa.

a*b*c* Set of strings consisting of any number of a's (may be
empty string also) followed by any number of b's (may
include empty string) followed by any number of ¢'s
( may include empty string).

able’ Set of strings consisting of at least one 'a' followed by
string consisting of at least one 'b' followed by string
consisting of at least one 'c'.

aa*bb*cc* Set of strings consisting of at least one 'a' followed by
string consisting of at least one 'b' followed by string
consisting of at least one 'c’.

(atb)*(a+bb) Set of strings of a's and b's ending with either a or bb.

(aa) * (bb)*b Set of strings consisting of even number of a's followed
by odd number of b's.

(0+1)*000 Set of strings of 0's and 1's ending with three consecutive
zeros(or ending with 000 )

(11)* Set consisting of even number of 1's

TABLE: Meaning of regular expressions
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Example 1 : Obtain a regular expression to accept a language consisting of strings of a's and b's
of even length.

Solution :
String of a's and b's of even length can be obtained by the combination of the strings aa, ab, ba,

and bb. The language may even consist of an empty string denoted by ¢ . So, the regular expression
can be of the form
(aa+ab+ba+bb)*
The * closure includes the empty string,
Note : This regular expression can also be represented using set notation as

L(r)={(aa + ab + ba + bb)"|n=0}

Example 2 : Obtain a regular expression to accept a language consisting of strings of a's and b's
of odd length.

Solution :

String of a's and b's of odd length can be obtained by the combination of the strings aa, ab, ba

and bb followed by either a or b. So, the regular expression can be of the form
(aat+abtbatbb)* (a+b)

String of a's and b's of odd length can also be obtained by the combination of the strings aa, ab,

ba and bb preceded by either a or b. So, the regular expression can also be represented as
(atb)(aat+abtba+bb)*

Note ; Even though these two expressions are seems to be different, the language corresponding

to those two expressions is same. So, a variety of regular expressions can be obtained for a

language and all are equivalent.

Example 3 : Obtain a regular expression such that L(r) = {W |W € {0,1}" with at least three
consecutive 0's }.
Solution :

An arbitrary string consisting of 0's and 1's can be represented by the regular expression.
0+1)*
This arbitrary string can precede three consecutiv(e Zeros Zmd can follow three consecutive zeros.
So, the regular expression can be written as
(0+1)*000(0+1)*
Note : Using the set notation the regular expression can be written as
L(r)={(0+1)"000 (0 +1)" jmz20and n=0}



DEPARTMENT OF CSE

REGULAR LANGUAGES AND FINITE AUTOMATA 3.5

Example 4 : Obtain a regular expression to accept strings of a's and b’s ending with 'b' and has
no substring aa.

Solution :

Note : The statement "strings of a's and b's ending with 'b' and has no substring aa" can be
restated as "string made up of either b or ab". Note that if we state something like this, the
substring aa will never occur in the string and the string ends with b, So, the regular expression
can be of the form
(b+ab)*

But, because of * closure, even null string is also included. But, the string should end with'b'. So,
instead of * closure, we can use positive closure '+, So, the regular expression to accept strings
ofa'sand b's ending with 'b' and has no substring aa can be written as

(b+ab)’

The above regular expression can also be written as
(b+ab) (b+ab)’
Note : Using the set notation this regular expression can be written as
L(r)={(b + ab )" |n=1}

Example 5 : Obtain aregular expression to accept strings of O's and 1's having no two consecutive
zeros.

Solution :

The first observation from the statement is that whenever a 0 occurs it should be followed by 1.
But, there is no restriction on the number of 1's. So , itisa string consisting of any combination of
I'sand 01's. So, the partial regular expression for this can be of the form

(1+01)*
No doubt that the above expression is correct. But, suppose the string ends with a 0. What to
do? For this, the string obtained from above regular expression may end with 0 or may end with
e (i.e., may not end with 0). So, the above regular expression can be written as

(1+01)°(0+ ¢
Example 6 : Obtain a regular expression to accept strings of a's and b's of length <10.

Solution :
The regular expression for this can be written as
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e+a+b+aa+ab +ba+ bb+.....+bbbbbbbbba + bbbbbbbbbb
But, using ....... in a regular expression is not recommended and so we can write the above

expression as
(e+a+b)"”

Example 7 : Obtain a regular expression to accept strings of a's and b's starting with ‘a’ and
ending with 'b".

Solution :

Strings of a's and b's of arbitrary length can be writtenas (a +5)*
But, this should start with 'a’' and end with 'b'. So, the regular expression can be written as
a(a+b)*b

Hierarchy of Evaluation of Regular Expressions

We follow the following order when we evaluate a regular expression.

1. Parenthesis
2. Kleene closure
3. Concatenation
4. Union

Example 1: Consider the regular expression (a + b) * aab and describe the all words represented
by this.

Solution :
(a+b)*aab ={Allwordsover {a,b}}aab (Evaluating (a + b) * first)
= {e,a,b,aa,bb,ab,ba,aaa ..} aab
= {All words over {a, b} endinginaab}

Example 2: Consider the regular expression (a * +b*) * and explain it.

Solution : We evaluate 4 * and p * firstthen (a * +5%) *.
(a * +b*) * =(All the words over {a} +all the words over {b} )*
= ({g a,aa,...} or { b,bb,...})*
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u({E’ ﬂ:bl ad, bb!"'}J*
= {e a, b, aa, bb, ab, ba, aaa, bbb, abb, baa, aabb, ...}
= {All the words over {a, b} }

=(@a+b)*

So, (a * +h*)* = (a + b) *

3.3 IDENTITIES FOR REs

The two regular expressions P and Q are equivalent ( denoted as P = Q ) if and only if P
represents the same set of strings as Q does. For showing this equivalence of regular expressions
we need to show some identities of regular expressions.

Let P, Q and R are regular expressions then the identity rules are as given below

1.

e e =0 AL ol -l o

T T
o o W = T
- ¥ - . ' y

16.

eR=Re=R

e'=e e isnull string
#) =€ ¢ isempty string.
OR=Rp=¢

b+=R=R

R+R=R

RR*=R*R=R'

(R) =F

e+RR' =R’

(P+O)R=PR+OR

(P+0) =(P°Q)=(P +Q')
R'(e+R)=(e+R)R' =R}’
(R+e) =R"

e+R =R’

(PQ) P=P(OP)
RR+R=RR

3.3.1 Equivalence of two REs

Let us see one important theorem named Arden's Theorem which helps in checking the
equivalence of two regular expressions.
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Arden’s Theorem : Let P and Q be the two regular expressions over the input set 5. The
regular expression R is given as

R=Q+RP
Which has a unique solutionas R = QP

Proof : L et, P and Q are two regular expressions over the input string ¥ .
IfP does not contain ¢ then there exists R such that

R=Q+RP s L)
We will replace R by QP* in equation 1.
Consider R. H. S. of equation 1.

=0+QP'P
=Q(e +P'P)
=QP" + e+R'R=R’
Thus R=0QP"
is proved. To prove that R = QP"is a unique solution, we will now replace L.H.S. of equation 1
by Q + RP, Then it becomes
Q+RP

Butagachanbe replaced by Q +RP.
Q+RP=Q+(Q+RP)P
=0+ QP+ RP*
Againreplace R by Q + RP.
=Q+QP+(Q+RP) P’
=0+ QP+ QP +RP’
Thus if we go on replacing R by Q + RP then we get,
Q+RP=Q+QP+QP+...+0P' + RP"
=Q(e+P+P*+...P")+ RP™
From equation 1,
R=0(e+P+P*+...+ P")+ RP™! s:42)
Where i=0
Consider equation 2,

R=Q(e+P+P? +....+ P')+ RP™
;.

: R=QP" + RP
Letwbeastrmgoflength:
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In gp* has no string of less thani+ 1 length. Hence wisnotin set gp+ . Hence R and QP
represent the same set. Hence it is proved that

R =Q + RP has a unique solution.
R=0FP".

Example 1: Prove (1+00%1)+(1+00*1)(0+10*D)*(0+10*1) = 0*1(0+ 10*1) *
Solution : Let us solve L.H.S. first,

(1+00*1) + (14 00*1)(0+10%1)* (0 +10*1)

We will take (1+00#*1) as acommon factor

+(0+10*D)*0 +10 *1
ivoow EX0 1)( 2
(e +R* R) where R=(0+10%1)

Asweknow, (e +R*R)=(e +RR*)=R*
S (1+00%1) ((0+ 10*1)*) out of this consider

A+00%D) (5 10*1)*
4

Taking 1 as a common factor
(e +00*¥)1(0+ 10 *1)*
Applying e +00* =0 *
0*1(0+10*1)*
=R.H. S.
Hence the two regular expressions are equivalent.

Example 2 : Show that (0*1¥)*=(0+1)*

Solution : Consider L. H. S.
=(0*1%)*
={&,0,00,1,11,111,01,10,......... }
= { any combination of 0's, any combination of 1's, any combination of
Oand 1,e}
Similarly,
R.H.S.

=(0+D*
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={€,0,00,1,11,111,01,10.,......... }
= { ,any combination of 0's, any combination of I's, any combination of
Oand1 }
Hence, L.H.S.=R.H.S. is proved.
3.4 RELATIONSHIP BETWEEN FA AND RE

There is a close relationship between a finite automata and the regular expression we can show

this relation in below figure.
Can be | Regular Can be
Converted expression converted to
Deterministic NFA with
finite e moves
automata
Can be Canbe
converted converted to
NEA without
e moves

FIGURE : Relationship between FA and regular expression
The above figure shows that it is convenient to convert the regular expression to NFAwith e
moves. Let us see the theorem based on this conversion.

3.5 CONSTRUCTING FA FOR A GIVEN REs
Theorem :If » bearegular expression then there exists a NFAwith e - moves, which accepts L(r).
Proof: First we will discuss the construction of NFA 37 with & -moves for regular expression
r and then we prove that L(M) = L(r).

Let » be the regular expression over the alphabet 3 .

Construction of NFA with < - moves
Case 1:

@ r=2¢
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NFA M = ({s, f}, { }8, 5, {f}) as shownin Figurel (a)
' (No path from initial state s to
’ reach the final state 1)

Figure 1 (a)

@ r=e€

NFA M = ({s},{ }, 8, s, {s}) as shownin Figure 1 (b)

( ) (The initial state s is the final state)

Figure 1 (b)
[ » = a,foralla X,
NFA M = ({s, /}.2,8,5 {/})
C a @ (One path is there from initial state s
to reach the final state fwith label a.)
Figure 1 (c)
Case 2: |r|21

Let , and r, be the two regular expressions over £,, £, and ¥, and N, are two NFA for
r, and r, respectively as shown in Figure 2 (a).

() ~ @ LV) = 7
() ™ @ LVy) = 7,

Figure 2 (a) NFA for regular expression » and r,
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Rule 1 : For constructing NFA jf for r=r+ry 0rn U,
Letsand f are the starting state and final state respectively of Af.
Transition diagram of )7 is shown inFigure 2 (b).

Figure 2 (b) NFA for regular expression r, + r,
L(M)=eL(N)eorel(N,)e
= L(N,) or L(N,;) =norn
So,r=n+n
M = (0,3, U E,,8,s {f}), where O containsall the states of N, and N,.

Rule 2 : For regular expression r = ryr,, NFA j7 is shown in Figure2 (c).

D @ ©

Figure 2 (c) NFA for regular expression rr,
The final state (s) of N, is merged with initial state of N, into one state [£,S,] as shown

above in Figure2 (c).
L(M) = L(N,) followed L(N)

= L(N)) L(N;) = nn

So, r =nn

M = (0,3, U L,,8, 8, {F}), where O contains all the states of N, and N, such
that final state(s) of N, is merged with initial state of N, .
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Rule 3 : For regular expression r = rf ,NFA s is shown in Figure2 (d)

Figure 2 (d) NFAfor regular expression for '
L(M) = {&,L(N1),L(Ny) L(N1),L(N])L(N{)L(Ny),...}
= L(N)) *

=N

M =({s, f}v0Q,.E,.8,5{f}) .where Q isthe set of statesof N,.

Rule 4 : For construction of NFAM for » = »*, Mis shown in Figure 2 (e).

Figure 2(e) NFA for regular expression for »*
L(M)={L(N,),L(N)L(N;),L(N)L(N)L(N}), ...}
= LN) =7
M =({s,f}v 0,,2,,6,5,{f}), where O isthesetofstatesof N,.

Example 1 : Construct NFA for the regular expression a + ba *.

Solution : The regular expression
r = a+ba* canbebroken into , and r,as
n=a

r,=ba*
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Let us draw the NFA for r, , which is very simple.

FIGURE 1: For r,

Now, we will go for », = ba * , this can be broken into r, and r, where r, =5 and », =a*.Now
the case for concatenation will be applied. The NFA will look like this 7, willbe shown in figure2.

FIGURE 2: For r,

and r, will be shown as

The r, willbe r, =r,.r,

FIGURE 4 : For ,
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Now, we will draw NFAfor r=r +r, ie. a+ba*

FIGURE 5: NFAfor r=r +r, i.e. g+ ba*
Example 2 : Construct NFAwith ¢ moves for the regular expression (0 1) *.

Solution : The NFA will be constructed step by step by breaking regular expression into small
regular expressions.
h= (P‘ +r1}

r=r

where;:l], rzzl

NFAfor », will be Start o 0 (@

NFA for ~, will be Stat e 1 @

NFA for , will be
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And finally

=)
()] (D)
3 s &

Example 3 : Construct NFA for the language having odd number of one's over theset & = {1} .

Solution : In this problem language L is given, we have to first convert it to regular expression. The

r. e. for this Lis writenas re. =1 (11 )%
Theris now written as

r=r
NFAfor n=11is
Start
E—]

NFA for r,= (11)*

=@t — )
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The final NFA is

Example 4 : Construct NFA for the . e. (01+2*%)0.

Solution : Let us design NFA for the regular expression by dividing the expression into smaller
units
r=(r+n)n

where r, =01, , =2* and », =0

The NFA for », will be
Start o

The NFA for », will be

The NFA for 7, will be
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The final NFA will be

Example 5 : Obtain an NFA which accepts strings of a's and b's starting with the string ab.
Solution : The regular expression corresponding to this languageisab (a+b) *.

Step 1 : The machine to accept 'a' is shown below.
—@0

Step 2 : The machine to accept 'b' is shown below.
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Step 5: The machine to accept ab is shown below.

FIGURE : To accept the language ( ab (a+b)*)
Example 6: Obtain an NFA for the regular expression ;' 4 p" 4 &'
Solution :

The machine corresponding the regular expression a* can be written as

<
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The machine corresponding the regular expression c* can be written as

FIGURE: To accept the language (&' +b" +¢")
Example 7 : Obtain an NFA for the regular expression (a + b)*aa(a+b)*

Solution :

Step 1 : The machine to accept (a-+b)is shown below.
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Step 2 : The machine to accept (a+b)* is shown below.

FIGURE : NFAto accept (a+b)*aa(a+b)*
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Example 8 : Construction of DFA equivalent to a regular expression O+ 1)*(00+11)(0+1)*
and also find the reduced DFA.

Solution : Given regular expressionis (0+1)*(00+11)(0+1)*

Step 1 : ( Construction of transition graph for NFA without ¢ —moves ).
First of all construct the transition graph with ¢ using the construction rules

Start Oq’ (0+1)* (00+11) (0+1)*
(@
Start . 0+1)* . (00+11) . 0+1)* .
_ M (®)

0+1
(B

2]
smte n oome

©

©

(d
FIGURE: NFA for the given Regular Expression

Transition graph for NFA without - movesis:

FIGURE : NFA without ¢ - moves
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Step 2 : We construct the transition table for NFA as given in below table :

0 1
o 9., 9.} {4, 9.}
q; {g,} -
4 2 {q,}
{,}) {g,}

FIGURE: NFA Transition Table

Step 3 : Construct DFA table for NFA.

Input
States 0 1
- {q.} {90, 45} {q.: 9.}
{9, 9.} {9.-9.9,} {90, 4.}
{9,, 9.} {9., 9.} {90+96+9 ¢}
{9,»9,,9,} {90:96.9 4}
{40 9,54, 20:96:2 1}

FIGURE: DFA Transition Table

The state diagram for the successor table is the required DFA as shown in below figure .

FIGURE: Required DFA for Regular expression (0+1)*(00+11)(0+1)*
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As g, isthe only final state of NFA, {4,.49,,9,} and {q,, q.. q,} are the final states of DFA.

Reduce the Number of States of above DFA

As the rows corresponding to {4,. 9., ¢,} and {4,, 4., 4,} are identical and delete the last row

{9,,9,9,}-
Input
tates 0 1
—> . {90, 9.} {9,,9.}
{q,4,} {9,.9.+9,} {qc: 9.}
{q., 9.} {4,, 9.} {90,969}
{9::9::9,} {4,,9.,9,} {90,969 7}

FIGURE : Reduced Transition Table of DFA

The reduced DFA transition diagramis,

FIGURE : Reduced DFA for Regular Expression (0+1)*(00+11)(0+1)*

3.6 CONVERSION OF FATO RE

Theorem : If Lis accepted by a DFA, then L is denoted by a regular expression.

Proof : Let L. be the set accepted by the DFA,
M =({q),@2 e Gp}>2:0,915F)
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Let R’ denote the set of all strings x such that 8(g,,x) = ¢, andif 8(g,,y) = ¢, forany y thatisa
prefix ( initial segment) of x, other thanx or ¢, then 1<k ,i.e., R, isthe set of all strings that take
the finite automaton from state g, to state g, without going through any state numbered higher

thank.
R’ canbe defined recursively as,
RL=RV(R)*RS GRS L (1)
R = {a/d(g,.a)=q, ifi#]
Y taldg.a) =g oia ifi=j

To show that for eachi, j and k, there exists aregular expression R, denoting the language

R' i.e.,by applying induction onk.
Basis Step :
If (k=0), R, isafinite set of strings each of which is either ¢ ora single symbol.

r;, can be expressed as,
;;‘; =a,+a,+...+a(orr, =a +a,+..+a+e€ifi=j)
Where, {a,, a,,...,a,} isthe setofall symbols 'a' such that 3(g,,a) =g, .

If there are no such a's, then ¢ (or e inthe casei=j)servesas 7).
Induction :

The recursive formula for R, givenin(1) clearly involves only the regular expression operators.
By induction hypothesis, for each 1 and m, a regular expression 7. such that,

Ll JRY!
) e
Which completes the induction.
To complete proof observe that £(¥) = U Ry,

Since R}, denotes the labels of all paths from g, to g, .
. L( M) is denoted by regular expression,
L(M)=n +r, +n,

Where, F=1{g,.q,,...9,}
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Example 1: Write equivalent regular expression for the following deterministic finite automaton.

Solution : A table is constructed as shown in below Table ( K starts from 0 to number of states
in the design) and the entries are calculated according to theorem.

k=0 k=1
m I+ € (1+e)l*
¥ 0 01*
5 1 11*
T 0+e 11*¥0+0+ €

. [lald(g,a)=q} ifiz#j
r* values are calculated as, 7. ={{al8(q,,a)=q,} ifi=j
108 (g,0) = ¢, not satisfying above condition
5(go.1) = g, satisfying above conditionand e is default added because i =j condition.
ri=1+e
r5:6(q,0) = q, satisfying condition (i ))
8(g,1) = g, not satisfying condition
ry =0
ry:6(q,.,0) = g, notsatisfying
5(gy,1) = g, satisfying condition
sy =1{0# )
r3:5(q,.0) = q, satisfying condition
5(g,,)) = g, notsatisfying condition
Lra=0+re(i=])

r! : Wherek = 1 we have to apply,
r=rt () (7)o

= () (1) v
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Considering values from table (k=0),
n={+e)(+e*(l+ e u (I+ e

Applying (e+rr*)=r*
=lte((+e)*(1+€) + g

=(l+e)(1+e)* (o (I+ €e¥)=1%)
=(+e1*
A=) b ) o ()
=(l+ €) (I1+ 9*0+0
=0(l1+e)(I+e)*+ e (“retr r¥=p¥)
=0(l+e)*
=01*

r;1=(’£)(52) (’i‘:)u ("201)
=l (I+e)¥(I+e)+1
=1((1+ €)*(1+ e)+ €)
=1(+e)*
=11¢
=) () (m) © ()
=11+ €)*0+(0+ ©)
=11*0+0+ ¢
Now the complete construction of regular expression is, in the given FA the starting state is g,

and final state g, . Write expressing from starting to all final states by taking k as total number of
states.

., s final term to construct regular expression.

= () () () o ()
=0 1*(11*0+0+ )* (11*0+0+ &) +01*
=0 1* (11*0+0+ ) * (11*0+0+ ©) + &
=0 1* (11*0+0+€)* (v etrrE=r%)
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Example 2: Construct the regular expression for the finite automata given in below figure.

Solution :

In above table , we have calculated the values as 7, will indicate the set of all the input string from

g, to g,.1fi=j then we add e with the input string. If /# jand there isno path from ¢, to g,
then weadd ¢ .

Let us compute r;
r’ where i =1, j=1, k=0. There is no path from g, to g,buti=j.Soweadd ¢ inthek=0
columnat »; row.
Similardy
ra=0
r2 = No input from ¢, togq, and i # j
So we add ¢ over there.

r: =No input from g,t0¢, ,sincei=j.
We will add <.

Let us build the table whenk = 1
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k=1
Computation Regular
Expression
A = ()
i=Li=Lk=1 e
no=n () E() +
=={e)*(e)+e
r =€
i=1,j=2k=1
. ra = () *(r) +
rh=e (€)* (0) +0 0
=€.0+0
=0+0
=0
i=2, j=1k=1
£ r, =p (r,“,'] ”'(r,f) +{r2':}
=g(e)te+g ¢
=g+¢ .pe=¢
= ¢
i=2,j=2,k=1
i =1 () (m) + 7
=g()*(0)+€ €
=g+ e
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Now let us compute for final state, which denotes the regular expression.
r? will be computed, because there are total 2 states and final state is g, whose start state s g,..

riv= ek e o)
=0ey(e)+0
=0+0
r! =0 which is a final regular expression.

3.6.1 Arden's Method for Converting DFA to RE

As we have seen the Arden's theorem is useful for checking the equivalence of two regular
expressions, we will also see its use in conversion of DFA 1o RE.

Following algorithm is used to build the r. €. from given DFA.

1. Let g, betheinitial state.
2. Thereareq,, g,.s»qs»-4, number of states.The final state may be some g, where j<n.
3. Let o, represents the transition from g, fo g,.
4. Calculate g such that
g =04,
If g, is a start state
g, =a,q,+€

5. Similarly compute the final state which ultimately gives the regularexpressionr.

Example 1 : Construct RE for the given DFA.

Solution :

Since there is only one state in the finite automata let us solve for ¢, only.
G =g 0+ gplte
gy =qo(0+1)+€



DEPARTMENT OF CSE

REGULAR LANGUAGES AND FINITE AUTOMATA 3.3

=€.(0+1)* “R=0Q +RP
q,=(0+1)*

Since g, is afinal state, g, represents the final r. e. as
r=(0+1)%,

Example 2 : Construct RE for the given DFA.

01

9

Solution : Let us build the regular expression for each state.

9o =qo0+€

G = ol + gyl

g =q,0+g,(0+1)
Since final states are g, and g, , we are interested in solving g, and ¢, only.
Letussee ¢, first

go = € +q,0

Whichis R=Q+ R P equivalent so we can write
9 =<-(0)*
go=0* ve.R=R

Substituting this value into ¢, , we will get

g =0*1+g,1

g, =0*1(1)* “R=Q+RP= QP *
The regular expression is given by

F=qo+4q

=0%*+0*%1.1*

r=0%40% 1’ wl.*=1
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Example 3 : Construct RE for the DFA given in below figure.

Solution : Letus see the equations
go=q1+g,0+€
4, =,0
g2 =gl
3 =q,0+¢;1+4;(0+1)

Let us solve g, first,
Go = q,1 + g,0+€
qo = qy01+gol0+€
Go = qp(01+10)+ € *R=Q+RP
go =€ (01+10)* = QP* where
go =(01+10)* R =qy,Q=¢,P=(01+10)

Thus the regular expression will be
r=(01+10)*
Since g, is a final state, we are interested in g, only.

Example 4 : Find out the regular expression from given DFA.
0
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Solution : Let us solve the DFA by writing the regular expression, for each state .
90 =900+¢,0+€ -+ Initial state
g = q 1+ q,1 +g,1
g, =q,0

For getting the r. e. we have to solve g, the final state.
& =g 1+¢,01+g,1
¢ =q;(1+01)+g,1

We will compare R = Q + R P with above equation, so R=¢,,0=qy1, P=(1+01) which

ultimately gets reduced to QP*,
G =11 +01)*
Substituting this value to g,

90 =4, 0+g,0+ €
=qy0+4,00+€
=q,0+g9,(1(1+01)*)00+ ¢

9o = @o(0+1(1+01)*00)+ ¢

Again R=0+RP
Where R=gq,
O=¢
P=0+1(1+01)*00
Hence gy =€.[0+ p(1+01)*.00)*

g0 =[0+1(1+01)*.00]* --e .R = R

Example 5 : Construct the regular expression for following DFA.

Solution : We can get the regular expression from state q, - Let us see the equation of cach
state.
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Go =€
q, =q,1+¢,0+4,1+4,0
q,=9,1+40

Putting value of g, in g,

g =€.1+€.0+g,(0+1)
g, =(1+0)+g,(0+1)
Now solve ¢,
g, =(1+0) g,
=((1+0) [(1+0) +g,(1 +0)]
¢, =(1+0).(1+0)+¢,(1+0) (1+0)

Here R=q,, Q=(1+0) (1+0), P=(1+0)(1+0)
g, =(1+0) 1+0) [(1+0) 1+0)]* is aregular expression.

Example 6 : Give the regular expression of following DFA..

For given DFA we can write the equation
gy =400+ 0+¢€ e (1)
9,=4q,1+41 - (2)

By theorem R = Q + RP we get R = QP*
R=gq,
Q= 4l
P=1
g, =g,11*
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As we know R* = RR" We can also write
g1 =qol”

Let us put value of ¢, in equation (1)
90 =900+ gol"0+ €
90 =go(0+1"0)+ €

Again we will apply R = Q + RP gives QP*
R=gq,
Q=
P=0+1'0
go=€(0+170)
g, =(0+1°0) “"Re=eR=R

In the given DFA, g, isafinal state the equation computed for state g, will be regular expression.
Hencer. e. for above DFA is
r.e. =(0+10)

3.7 REGULAR AND NON - REGULAR LANGUAGES

The languages accepted by finite automata are described by regular expressions. So to prove a
language is accepted by finite automata it is sufficient to prove the regular expression of that
language is accepted by finite automata.

The languages which are accepted by some finite automata are called regular languages. Here it
means that the FA accepts only the words of this language and does not accept any word
outside it.

1. Some of the words of the language are not accepted by FA.

(or)
2. All the words of the language are accepted in addition to that some extra strings are also
accepted.

All languages are either regular or non regular, none of the languages are both.
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By looking at some of the languages we can say whether they are regular or not.

i) The languages whose words need some sort of comparison can never be regular.

Example : L={a" b',n=0}

Here the number of a's must be equal to number of b's for each 'a’ we check the existence of b
which cannot be done using FA.

ii) The languages whose words are in arithmetic progression and need no comparisons will be
regular,

Example : 1. L={a", n=1}

The words of this language are , aa, aaaa, aaaaaa, ....., a* whichare in A.P with period 2.
Hence it is a regular language.
2.L={a’, p is prime }
The words of this language are { a,aa ,aaa ,asagaaa ,...a”} - We can see these words
are not in A.P. Hence it is not regular.

In this section, we will discuss how to prove that certain language is not regular
(non - regular) language. Pumping Lemma is a useful tool to prove that a certain language is not
regular language.

Since, the number of states ina FAis finite, say it is n ( for some fixed value of n), and thenitcan
recognize all the words of length less than n without any loop. Suppose, aregular language I has
infinite number of words and the length of these words may or may not be equal to n. So, how
cana FA recognize the L2 A FA can recognize L having some loop(s) and whenever the length
of a given word is greater than or equal to n. So, we conclude that the loop in FA makes it able
to accept those strings, which have length greater than or equal to its total number of states.

When astring z has bigger length ( greater than number of states in FA) then we break this string
into three parts, say u, v ( v should not be null string), and w. Let FA has loop for v, and
z=uvwe L is accepted by FA.

So, z=uv'w fori=0,1, ... is also accepted by FA having some loop for v. This is the main
concept, used in Pumping Lemma.
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Now;, consider a regular language L =a*b and corresponding FA shown in below figure.

-0

We see the list of accepted strings given below :
b, ab, aab, aaab, ....

Let u=€,v=a(y should notbe ¢ ),and w=b, then 4 i.e. z= w'w for somei=0,1,...1s
accepted by FA. Now, we have good base to discuss the Pumping Lemma.

3.8 Pumping Lemma for Regular Sets
Pumping Lemma is useful because

1. It gives amethod for pumping (generating) many substrings from a given string. In other
words, we say, it provides means to break a given long input string into several substrings.

2. It gives necessary condition(s) to prove a set of strings is not regular.

Theorem :
Let M = (Q, I, 8, g, F') be a DFA having n states. M recognizes the language L. Along string

z € L suchthat |z|2n and z =uvw, where v #€ | then w'we L fori > 0.
Proof :

M recognizes 7 and 7 isaregularset. If 2 € L suchthat w=uvw. Here visoptional in z
and |z| = n ,where » is the number of states in DFA.

Consider following DFA shown in below figure.

V= 211% 5249

u =a|az...a‘ W=ah‘ak+2...am

FIGURE ; DFA forw'w
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Let zZ = a,aza3...a,a,,|...aka,”l..am
Where u = a,a,a5..a,,v = a;,,...a; and w = a,,,...a,
Thelengthof z is m and s > n.Itmeans, when m > . it indicates that there is some loop in

transiton dagram of Af.Let v isthe string obtained from the edges involved in Jooping as
shown in above figure.

Case 1: When z = uv®w = uw for ; = 0, itmeans, ww is acceptedand ¥» < L

Case2: » — uv'w for j > 1.itmeans that control of DFA 7 goes j - times into the loop
with label v and ,,/ isaccepted by Af.

So, forall valuesof j > 0, z = yy'w isaccepted by M.
Hence, the statement of the theorem is proved.

Application of Pumping Lemma

Pumping Lemma is used to prové certain sets are not regular sets. This is done as follows :
Step 1 : We assume that given set is regular and accepted by DFA A having n states.
Step 2 : Choose astring z suchthat |z| > » and use Pumping Lemma to write z = uv'w

for i > 0,vee ,and [uw|<sn.

Step 3 : Find a suitable integer ; suchthat 5/, ¢ [ and this contradicts our assumption made
in step 1 and hence L is not regular.

Example 1 : Provethat L = {a"b" :n = 1} is notregular.

Solution : In given language the number of ' 5 is equal to the number of ' . This isthe one
clue to find the contradiction.

Step 1 : Let 1 isregular and accepted by DFA s with » states.

Step 2 : String ; ¢ 1 such that [z|2 n and ; =yy'we [ for i=0,v¢e, and

luwlsn.
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Step 3 : Selecting substring v
v
L
a’ b? a’® for pq = 0

Let z=uv'w for; = ¢

Case1: When y, — 57, then
=g Fp"
Numberof @' s = n — p,andnumberof p 5 =
Numberof 4 y =Numberof p' 5 ifand onlyif p = 0 and numberof 4 5 and p ¢ is not
equal when p > 0.

So,for p >0, z = ypiwe L

Case 2: When y — 47, then

z=ag"Bp"?

Numberof g 5 = »,and numberof d's = n — ¢

Number of g =Number of p' ; ifand onlyif g = 0 and numberof 4 ¢ and p' s is not
equal wheng > 0.

So,forg >0, z=w'welL.

Case 3: When y — 47p7 . then , _ go-ppr-g
Numberofa's = n - p,andnumberof b's = n - ¢,
Number of 4t 5 = Numberof p' ; ifandonlyifg = p.

So, for p # g, = uv'-wE L
Since, we get contradiction in all the cases, therefore 1, isnot regular.
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Example 2 : Show that L ={a"b"|n=0} is notregular.
Solution :

step 1 : Let Lisregular and n be the number of states in FA. Considerthe string , = 2”5 -
Step 2 : Note that |z-=2n and is greater than n. So, we can split z into uvw such that |uv|<n and
|v] =1 as shown below.

n 4
e ey e ey

z = aaaaaa abbbbbbb
M o ———

where |4=n—1 and |v|=1 so that |uv|={s4+|v|=n—1+1=n and |w|=n. According to pumping
lemma, ,y'weyr fori=0,1,2, ...

Step 3 :Ifiis 0i.e.,vdoesnotappear and so the number of a's will be less than the number
of b's and so the string w does not contain some number of a's followed by same number of b's
(equal to that of a's)

Similarly, ifi=2, 3,..., then number of a's will be more than the number of b's and so number of
a's followed by equal number of b's does not exist. But, according to pumping lemma, n number
of a's should be followed by n number of b's which is a contradiction to the assumption that the

language is regular. So, the language Lis not regular.
Example 3: Prove that . = {4 :i>1} is not regular

Solution :
Method - | ( Using Pumping Lemma for regular sets)
In L, all words have their lengths in perfect square and this is the clue for proving non - regular.

Step 1 : Let L be regular and accepted by DFAM with n states.

Step 2 : String z ¢ £ suchthat |z[zn and z=w'we L fori=0,y¢e, let|z|=n*=2n,and
| uw|<n, (n is the number of states).

Step 3 : Since, length of v can not exceed n (the number of states), it means, |vi<n.
Leti=2,80 7 =y’we L,and
|z|= wvwl +]v= P 4|
So, n?<lz|gn®+n ( Since, |v|sn)
Or, n? €| z|sn’+n+(n+1) (Adding n + 1 to make perfect square )
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Or, n? gjz|s(n+1)?

It means, the length of z is between ,* and (n+1)’, and is not a perfect square. Therefore,

Lisnotregular.
Method - Il
For example,
zZ= a":
Let i=2
Z=aaaa
Z=UVW
Assume uvw = aaaa
Take u=a
v=aa
w=a

By pumping lemma, even if we pump v i.¢. increase v then language should show the length as
perfect square .

uvw

=UV.VW

= aaaaaa

=length of ais not a perfect square
Thus the behaviour of the language is not regular, as after pumping something onto it does not
show the same property (being square for this example.)

Example 4 : Show that L = {ww"|w (0 +1)*} is not regular.
Solution :

Step 1 : Let L is regular and n be the number of states in FA. Consider the string

cnns
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Step 2 : Split the string z into uvw such that |uv [<» and |v [21 as shown below.

where |uj=n—1 and |v|=1 sothat [w|=|uj+{v|=n-1+1=n which is true. According to pumping
lemma, 'w ez fori=o0,1,2,....

Step 3 : Ifiis 0i.e., vdoes notappearand so the number of 1's on the left of z will be less than
the number of 1's on the right of z and so the string is not in the form 7. S0, wv'w & L when
i =0. This is a contradiction to the assumption that the language is regular. S0, yyy* 1SN0t regular.
Example 5 : Showthat L={ 0|n 21} is regular.

Solution : This is a language length of string is always even.

ie. n=1; z=00
n=2; z=00 00 andsoon.
Let Z=UvW
z= 0 2n
|z]=2" =uwv'w
If we add 2n to this string length.
lzZl=4n = uv.vw
= even length of string.
Thus even after pumping 2n to the string we get the even length. So the language L is regular
language.

Example 6: Prove that L= {ww |win (a +b)* }is not regular.
Solution : Prove the result by the method of contradiction.

Step 1 : Suppose L s regular, let 'n' be the number of states in the automaton M accepting L.

Step 2: Letus consider ww = a"b"a"b in L.|ww|=2(n+1)>n apply pumping lemma we write
ww=xyzwith [y|z0,| x|<n .

Step 3: Tofindisuchthat xy'z ¢ L for getting a contradiction. The string'y' can be in only one
of the following forms.
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Case1:yhasnob'si.e., y=q' forsome (>1.

Case 2:yhasonlyoneb.

We may note that y cannot have two b's. If so |y{=n +2.

But |y < |xyf <n.

In case 1, we can takei=0.

Then xy’z = xz is of the form g~pq"p. Where m=n—k <n(or a’b a*b) x z cannot be written
inthe formuwu with 4 e {a,p}" andso xz ¢ L.

In case 2 also. We can take i = 0.

Then xy°z = xz hasonly oneb.

So xz ¢ Las any element in L should have even number of a's and even number of b's.

Thus in both cases we get contradiction.
. Lisnotregular.

Example 7 : Show that L={a” | pis a prime number} is not regular.

Method - | :

Step 1: Let L is regular and get a contradiction. Let n be the number of states in the FA
accepting L.

Step 2 : Let p be a prime number greater than n. Let z = ¢* . By pumping lemma, z can be
written as z = wvw, With |wv|<n and |v[>0. » v w are simply strings of a's. So, v=qa" for
some ;=1 (and <n).

Step 3: Leti=p+ 1. Then juv'w|=|uvw |+ |v'" |=p+(i = 1)m =p + pm . By pumping lemma,
w'we - But jw'w|=p+ pm = p(1+m) and p(l+m) is nota prime. So uv'weL . Thisisa
contradiction. Thus Lis not regular.

Method - Il : Let us assume L is aregular and P is a prime number.
1 4

zZ=a
|z|=uvw i=1
Now consider PR where i =2
=Uv.vwW
Adding 1 to P we get,
P <|uvvw|
P<P+1

But P+ 1 is not a prime number. Hence what we have assumed becomes contradictory. Thus L
behaves as it is not a regular language.
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Example 8 : Show that the language L ={a' b*|i>0} is notregular.

Solution : The set of strings accepted by language L is,
L = {abb, aabbbb, aaabbbbbb, aaaabbbbbbbb...}

Applying Pumping lemma for any of the strings above.

Take the string abb.

Itis of the form uvw.

Where, |wv [<i|v]21]
To find i such that wv'we L
Take i =2 here, then
w’w = a(bb)b
=abbb
Hence uv'w=abbb ¢ L

Since abbb is not present in the strings of L.
-~ Lisnotregular.

Example 9 : Show that L = {0°|n is a perfect square } is not regular.

Solution :
Step 1 : Let Lis regular by Pumping lemma. Let n be number of states of FA accepting L.
Step2: Let ;= 0" then |z[=n=2.
Therefore, we can write z=uvw ; Where |wisn)vE1.
Take any string of the language L= { 00, 0000, 000000 .... }
Take 0000 as string, here u= 0, v=0, w= 00 to find i such that wwel,
Take i =2 here, then
wv'w= 0(0)?00

= 00000
This string 00000 is not present in strings of language L. S0 uv‘we L.

- Itisacontradiction.

3.9 PROPERTIES OF REGULAR SETS

Regular sets are closed under following properties.
1. Union
2. Concatenation
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Kleene Closure
Complementation
Transpose
Intersection

O Sade

1. Union : If R and R, are two regular sets, then union of these denoted by R, + R, or
R, U R, isalso aregular set.
Proof : Let R and R, be recognized by NFA N, and N, respectively as shown in
Figurel(a)and Figurel(b).

FIGURE 1(b) NFA for regular set R,
We construct a new NFA N based on union of N, and N, as shown in Figure 1 (¢)

FIGURE 1(c) NFAfor N, + N,

Now,
L(N) = e L(N;) € + e I(N,;) €
=€R€ + €R,e
=R, +R,
Since, Nis FA, hence L(N) isaregular set (language). Therefore, R, + R, isaregular set.
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2. Concatenation : If R and R, are two regular sets, then concatenation of these denoted
by R R, isalso aregular set.
Proof : Let R, and R, be recognized by NFA N, and N, respectively as shown in
Figure 2(a) and Figure 2(b).

FIGURE 2(b) NFA for regular set R,
We construct anew NFA N based on concatenation of N, and N, asshownin Figure2(c).

FIGURE 2(c) NFA for regular set R R,

Now,
L(N) = Regular setaccepted by N, followed by regular set accepted by N, = R,R,
Since, L(N) isaregular set, hence R;R, is also a regular set.

3. Kleene Closure : If Risa regular set, then Kleene closure of this denoted by R*is also
aregular set.

Proof : Let R isaccepted by NFA n shown in Figure 3(a).

FIGURE 3(a) NFA for regular set R
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We construct a new NFA based on NFA N as shown in Figure 3(b).

FIGURE 3(b) NFA for regular expression for R"
Now,

L(N)={e,R,RR,RRR..}
=r'

Since, L(N) is aregular set, therefore R" is aregular set.

4. Complement : If g is a regular set on some alphabet 3, then complement of g is
denotedby X" — R or % is alsoa regular set.
Proof : Let g be accepted by NFA N = (0.2,8,5,F). It means, L(N)=R.
N is shown in Figure 4(a).

FIGURE 4(a) NFA for regular set R
We construct anew NFA y'based on p asfollows:
(a) Change all final states to non-final states.

(b) Change all non-final states to final states.
N 'is shown in Figure 4(b)

FIGURE 4 (b) NFA



DEPARTMENT OF CSE

3.48 FORMAL LANGUAGES AND AUTOMATATHEORY
Now,
L(N") = {All the words which are not accepted by NFA N}
= { All the rejected words by NFA N}
=32"-R

Since, L(N') isaregular set, therefore (2" — R) isaregular set.

5. Transpose :If Risaregular set, then the transpose denoted by g7, isalsoaregular set.
Proof : Let g beaccepted by NFA N = (Q,2,8,5,/) asshown inFigure 5(a).

FIGURE 5 (a) NFA N for regular set R

If w isawordin R, thentranspose (reverse) is denoted by ,,7 .
Let W= a‘az...a"

Then w” =a,a,_;...q

n“n=-1°"

We construct anew N based on y using following rules :

(a) Change theall final states into non-final states and merge all these into one state and make it
(b) Change initial state to final state.
(c) Reverse the direction of all edges.

N is shown in FigureS (b)

FIGURE 5(b) NFA N'for regular set g’
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Let w = aya,...a, beawordin R.thenitisrecognized by y and

w' =a,a, ,..a, istecognizedby A as shown in Figure5 (b)

In general, we say that ifaword 4 inRis accepted by n,andthen y accepts ,,7.
Since, L(N') is aregular set containing all w’ ;itmeans, L(N')= RT.

Thus, R" isaregular set.

6. Intersection : if R and R, are two regular sets over 3, then intersection of these
denoted by R, ~ R, isalso a regular set.

Proof : By De Morgan's law for two sets 4 and B over R,
ANB=R*-((R*-4)U (R*-B))

SO, R Ry, =Z*_((L* -RyV(E*-R,)

Let R, = (£*-R,) and R, = (Z*-R,)

So, R; and R, are regular sets as these are complement of R and R,.

Let R, =R, U R,

So, Ry isaregular set because it is the union of two regular sets R, and R,.
Let R, =Z*-R,

S0, R, is aregular set because it is the complement of regular set R..
Therefore, intersection of two regular sets is also regular set.
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REVIEW QUESTIONS

Q1. What is regular set ? Explain with an example.
Answer !
For Answer refer to Topic : 3.1, PageNo:3.1.
Q2. What is regular expression ? Explain with an example.
Amnswer :
For Answer refer to Topic : 3.2, Page No : 3.2.
Q3. Obtain a regular expression to accept a language consisting of strings of a's and b's
of even length.
Answer :
For Answer refer to example - 1 , Page No : 3.4.

Q4. Obtain a regular expression to accept a language consisting of strings of a's and b's
of odd length.

Answer :
Eor Answer refer to example - 2, Page No: 3.4
Q5. Obtain a regular expression such that L(r) = (W | = {0.1}" with at least three
consecutive 0's .
Answer :

For Answer refer to example - 3 , Page No : 3.4.

Qﬁ. Obtain a regular expression to accept strings of a'sand b's ending with 'b' and has
no subsiring aa.

Answer :

For Answer refer to example - 4 , Page No : a5,

Q7. Obtain a regular expression to accept strings of 0's and 1's having no two consecutive
ZEros.

Answer :

For Answer refer to example - 5, Page No : 3.5.
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Q8. Obtain a regular expression to accept strings of a's and b's of length < 0.
Answer :

For Answer refer to example - 6 , Page No : 3.5.
Q9. Obtain a regular expression to accept strings of a's and b's starting with 'a' and
ending with 'b’.
Answer :
For Answer refer to example - 7, Page No : 3.6.
0Q10. Explain equivalence of two REs using Arden's theorem.
Answer ;
For Answer refer to Topic : 3.3.1, Page No : 3.7.
Q11. Prove (1+00* 1)+ (1+00* {0+ 10*D)*(0-+10*1) =0* (0 + 10* 1) *
Answer :
For Answer refer to example - 1, Page No : 3.9.
Q12. Show that (0*1*)*=(0+1)*
Answer ;
For Answer refer to example - 2 , Page No : 3.9.
Q13. ifr be a regular expression then there exists a NFA with - moves, which accepts L(R).
Answer :
For Answer refer to Topic : 3.5, Page No: 3.10.
(Q14. Construct NFA for the regular expression a + ba *.
Answer :
For Answer refer to example - 1, Page No : 3.13.
Q135. Construct NFAwith < moves for the regular expression (0+1)*.
Answer :
For Answer refer to example - 2 , Page No : 3.15.
Q16. Construct NFAfor the language having odd number of one's over the set £ = {1} .

Answer :

For Answer refer to example - 3 , Page No : 3.16.
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Q17. Construct NFA for the r. e. (01+2%)0.
Answer :
For Answer refer to example - 4 , Page No : 3.17.
QQ18. Obtain an NFA which accepts strings of a's and b's starting with the string ab.
Answer !
For Answer refer to example - 5 , Page No : 3.18.
Q19. Obtain an NFA for the regular expression 5 14" + ¢’
Answer :
For Answer refer to example - 6 , Page No : 3.19.
Q20. Obtain an NFA for the regular expression (a + b) *aa(a+b)*
Answer :

For Answer refer to example - 7 , Page No : 3.20.

Q21. Construction of DFA equivalent to a regular expression (0+1)*(00+11)(0+1)* and also
find the reduced DFA.

Answer :

For Answer refer to example - 8 , Page No : 3.22.
Q22. If L is accepted by a DFA, then L is denoted by a regular expression.
Answer :

For Answer refer to Theorem , Page No : 3.24,

Q23. Write equivalent regular expression for the following deterministic finite automaton.

0
e

Answer :

For Answer refer to example - 1 , Page No : 3.26.
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Q24. Construct the regular expression for the finite automata given in below figure.

Answer ;

For Answer refer to example - 2 , Page No : 3.28,
Q25. Explain Arden's method for converting DFA to RE.
Answer :

For Answer refer to Topic : 3.6.1 , Page No : 3.30.
Q26. Construct RE for the given DFA.

Answer :

For Answer refer to example - 1, Page No ; 3.30.
Q27. Construct RE for the given DFA.

Answer : _
For Answer refer to example - 2, Page No : 3.31.
Q28. Construct RE for the DFA given in below figure.

Answer :

For Answer refer to example - 3 , Page No : 3.32,
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Q29. Find out the regular expression from given DFA.

Answer :
For Answer refer to example - 4 , Page No : 3.32.

Q30. Construct the regular expression for following DFA.

Answer :

For Answer refer to example - 5, Page No : 3.33.
Q31. Give the regular expression of following DFA..

- 8§

For Answer refer to example - 6 , Page No : 3.34.

Answer :

Q32. State and prove Pumping Lemma for regular sets.
Answer :

For Answer refer to Theorem , Page No : 3.37.

Q33. Provethat I, = {a"b" :n > 1} is notregular.
Answer :

For Answer refer to example - 1 , Page No : 3.38.
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()34, show that [ ={a"p"|n=0} is not regular.
Answer :

For Answer refer to example - 2, Page No : 3.40.
Q35. Prove that £ = (4" :i>1) is not regular .
Answer :

For Answer refer to example - 3 , Page No : 3.40.
Q36. Show that L = {ww"|w (0+1)*} is not regular,
Answer :

For Answer refer to example - 4 , Page No : 3.41.
Q37. show that L={ 0"|n =1} is regular.

Answer :

For Answer refer to example - 5, Page No : 3.42.
Q38. Prove that L= {ww | win { a + b )* } is not regular,
Answer :

For Answer refer to example - 6 , Page No : 3.42,

39, show that L={a"| pisa prime number} is not reqular.
Answer :

For Answer refer to example - 7, Page No : 3.43.
Q40. Show that the language L = {a'6* |i > 0} is not regular.
Answer :

For Answer refer to example - 8, Page No : 3.44.
Q41 « Show that L = {0"|n is a perfect square } is not regular.
Answer :

For Answer refer to example - 9, Page No : 3.44,

Q42. List and prove various closure properties of regular sets.
Answer :

For Answer refer to Topic : 3.9 , Page No : 3.44.
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OBJECTIVE TYPE QUESTIONS ]

Find the regular expression for the set of all strings over {a,b} in which there arc atleast
two occurrences of b between any two occurrences of a.

(a) b*(aa+bb)y*a* (b) (aa)*ba(bb)*

(c) b*+(b+abb)*ab* (d) None of the above.
(1+00*1)+(1+00* DO +10*1)*(0+10*1) =?

(a) (0+10*1)*0*1 (b) (1+00*1)(0+10*1)*

(c) 0*1(0+10*1)* d) None of the above.

The empty string is the string with:

(a) zero occurrence of symbol (b) non zero occurrence of symbol
(c) no occurrence of symbols (d) None of the above

Which of the following regular expressions over {0,1} denotes the set of all string not
containing 100 as a substring?

(@) 0*1010* (b) 0*(1*0)*
(€) 0*1*01* : (d) 0*(10+1)*

Find the regular expression for the set of all strings having atmost one pair of 0's or atmost
one pairof 1's

() (l+00)"'+(l+01)‘(1+10)*+(1+11)*+(0+10)‘11(0+10)"‘

(b) (1+01)*+(1+00)* (1-+10)*+(1+10)*+(1+10)*11(0 + 10) *

(€) (1+01)* +(1+01)* 00(1 + 01)*+(0+10)* +(0+10) *11(0 +10)*

(d) None of the above.

e +1*(011)* (1*(011)*)* =2

(a) 1*(011)* (b) 1+011)*

(c) 1*01*(1+011)* (d) None of the above.

Find the regular expression for the set of all strings of the form vw where a's occur in pairs
in v and b's occur in pairs in w.

(a) ((aa)* b)((bb)* a) (b) (aabaa)*(bb + a)*
(¢) (aa+b)*(bb+a)* (d) None of the above.
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10.

11.

12.

13,

14.

3. 57

The intersection of (4 + b}+a and b(a+b) is givenby

(a) ab(a+ b}‘ (b) a (a+ b}tb

(€) (a+b) abla+b) d) ba+b)' a
Which one s false

@ (q+m) =(r'r) ®) " =+

(c) -"'I*(’I +r2]' =(n +r§}* (d) none.

The set of regular languages over a given alphabet set is not closed under
(a) Intersection (b)union

(c) Complement (d) none

Which of the following pairs are equivalent

(@) (a" +b) and (a+b) (b) (@b)'a andaba)’
(€) (a+b) and (@ +b") (d) None

The language ofall words with at least 2 a's can be described as
() b ab a(a+b)"

(b) (a+ bJ*a{a+ﬁr}*{a+ by

(©) (a+b) ab (a+b)

(d)all
Which of the following pairs are not equivalent

(@) x* and x'x* (b) (ab)” and a'b"

(c) x{xxjv and {xx}*x (d) 1('[]1}'+ and {10}*1

Let L may be language. Define even(w) as the string obtained by extracting from w the
letters in even numbered positions i.e., if w=aaya;a4....., then

even(w) = ayay..... Corresponding to this, we can define a language :

even(l) = { even(w) : we L} then given L is regular, even(L) is
(a) is not context free

(b) context free

(c) must be regular

(d) may not be regular
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15.

16.

17.

18.

19.

20.

21.

Which is the correct regular expression for the language : "Set of strings over alphabet
{a,b,c} containing at least | 'a' and at least 1 'b'

(@) ¢"a(a+c) bla+b+c) +c bb+c) a@a+b+e)
(b) (a+b +c)’ —-(a‘ +b' +c‘)
(©) (a+b+c) [al@+b+c) b+bla+b+c) all@+b+c)

(d) none of these.

Which is the correct order of precedence of regular expression operators in increasing
order?

@ *,( ). ®) ()., + ©) *,( Yoot @ (), st
Which of the following is accepted by I(aa” +aba’b")
(a) abab (b) aaab (c) abba (d) None.

Let ny and r, are regular expression and let , stands for equivalence in the sense of the
language generated, then

@ n(n+m) = +r) ®) (n?+m) =’
©) (n) =n (d) None of these

Regular expression for the language, [ = {we {0,13" : whas no pair of consecutive zeros}
is

(@ r=@+01)"(0+1") () r=@"011")" 0+ 4)+1°(0+ 4)
(©) r=(1+01) 0+ 4) (d) all of these

For L(r)={a,bb,aa,abb,ba,bbb,.......},r is given by

(@) r=(a+b) (a+bb) (b) r=(aa+b)a+b)

(©) r=(a+bb)" (d) r=a(a+bb)"

Alanguage L = {awa :w e {a,b}"} 1S

(a) context sensitive (b) regular

(c) context free (d) none of these
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22. Thevalueoftherelation 4. pp*is

@ g’ (®) ¢ ©e @R
23.  Thevalue ofthe relation (R")"is

(a) e (b)R () z* (d) None of the above
24.  The value of the relation ¢*is

(@ ¢ (b) = () e (d) None of the above
25. Thevalueoftherelation 4*is

(@ ¢ (b) = (c) e (d) None of the above
26. Thevalueoftherelation R cis

(@ ¢ (b)R (©) e (d) None of the above
27. The value of the relation ¢ pis

(@) ¢ (R (c) e (d) None of the above
28. The value of the relation R$is

(a) ¢ (b)R (c) e (d) None of the above
29. The value of the relation ¢Ris

(@) ¢ (R (€) e (d) None of the above
30. Thevalue ofthe relation ¢+ Ris

(a) ¢ (b)R (c) € (d) None of the above
31.  Which of'the following identities for regular expression does not hold good?

@ R+8) =R +5" ®) (R'S") =R+S)"

© (e +R") =K' @ & =£

32. ¢ (Kleene's closure of ¢ )(¢ isthe empty language over s ) is equivalent to

(@ s (b) ¢ (c) e (d) none of these.
33.  Give English description of the language of the regular expression : (1+€)(00°1)'0°
(a)alternating 1'sand 0's (b) 0's only in pairs

(¢) no pair of consecutive 1's (d) set of all strings of 0's and 1's containing
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34.

35.

36.

37.

38.

39.

40.

41.

42,

Let L be the language {€,0,10} over {0,1} . Determine theset 7, I -

(a) (0,1} (b) ¢
(c) same as the given set (d) None of the above

The regular expression representing the set of all strings over {x, y} ending with xx beginning
withy

@ x@+y)y  Opxen'm (© e+ (d) xx(x+y)'y
How many strings of length tare in y* if 3 is an alphabet of cardinality r.
(a)r+t (b)tr (c) it (d) None of the above

Which of the following doesn't hold?

(@) e+1°(01)° (" (011)") = e+17(0111")

) air™y =a1+111"

© a+0) =1"01"’

(d) (1400"1)+(1+00°1)(0 +10') (0 +10"1) = 0'1(0 +10"1)’
A solution to the equation R=0+ RPis

(@ R=PQ" (b) P=RQ’ (©) g=rP* (d) rR=0P"

The value of the relation (P* +Q")"is

(@) (P'0"Y (b) 5* () P'Q° (d) None of the above
The value of the relation (P + Q)" is

@ P*+0’ ® @y  ©@P¢ @ s*

The value of the relation g + R1s

@ g’ (®) ¢ (©) e (DR

The value of the relation pp* | cis

@ g (b) ¢ (©) e (@R
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43.

45,

46.

47.

48.

In English language the set represented by ,*p 4 p*, is:

(a) Strings of a's followed by one b and strings of b's followed by one a.

(b) String containing single aand single b

(¢) Strings of a's followed by one b or strings of b's followed by one a.

(d) String containing single a or single b

The regular expression representing the set of all strings over {a,b} with three
consecutive b's

() (a+8)" bbb(a +b) (b) (a+b) bb(a+b)’

(€) (a +b)bbb(a+b) (d) (a+b) bbb(a+b)

For the following conditions find all the strings over the alphabet {a, } that satisfy the
condition, (i) no symbol is repeated in the string and (ii) the length of string is 3.

(a) No such string is possible (b) All possible strings of length 3
(c) Only single string ab (d) None of the above.
Find the true statement

(a) IR isregular expression thenso is p*

(b) If R and S are regular expression thensois Ru §
(c) If R and S are regular expression thenso is R.S

(d) All of the above.
Find the true statement

(a) ¢ represents empty word, e represents empty language.
(b) erepresents empty word, ¢ represents empty language
(¢) &, ¢ represents empty word

(d) &, ¢ represents empty language

Regular expression for the set {52 2° 4%, 1is:

(a) aa(aa}* (b) a(aaa }t

(©) aa(aaaa)” (d) aa(aaa)
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49. Letr and ryareregularexpression whichofthe following represent r + 7,

(@)

o XET @ Z

(d) none.

50. 1 +0isrepresented by
(@) (1" (0+0)) (b) (0(1” +0))

(©) ((01)" +0) (d) (0(1")) +0)
51. Whichof the followingidentities doesn't hold?

@ k'R =R b) (RuUS) =(R'S"Y

© (R us"Y =(RS) d) (RUS) =(R"uS"Y
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52

53.

34.

Let y and ry are regular expression which of the following represent »

Fq

ry l

PRE = ) (o)

(b)

(€)

(d)none

Which of the following is false

@ pr" =p'R (M) R+R=R () (R =R’ (d) none.

Let ny and r, are regular expression which of the following represent #,.r,.

(O——(D)——()

(a)
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55.

56.

57.

58.

(b)
‘ n
© (=) (o) (@)
(d) none
Which of the following are correct

(a)If ;*isregular then L is regular

(b)If L U L,isregularand L;isregular, then L, isregular,

(¢)If I,L,isregularand L;is regular, then L, is regular.

(d)all

Which of the following is set of strings of the form vw where a's occur in pairsin v and b's
occur in pairsin w.

(@) a" +(ab+a) (®) (aa+b) (bb+a)"

© a'b+b'a (d) a(a+ b)* ab

The set of all strings which are either strings of a's followed by one b or strings of b's
followed by one a.

(@) @' +(ab+a) (b) (ga+b) (bb+a)

©) a'b+b'a (d) a(a +b) ab

Select which of following represent a set of all strings with a and ending with ab.
(@) a" +(ab+a) (b) (aa+b) (bb+a)

©) a'b+ba (d) a(a+b)'b
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59. (a.ab + ba). a. isequivalentto

(@) (a+b+ab) (b) (aba +bab)’

(©) (a+ab+ba) (d) (ab + ba + aba)
60.  Thetwo regular expressions are equivalenti.e., € +(a+b) b(a + )" = [a"b(a"ba"b)" a']'

61.

62.

63.

65.

(a) True (b) False.

The set all strings of 0's and 1's such that every pair of adjacent 0's appears before any pair
of adjacent 1's

(@) (10+0) (epsilon+1)01 + 01)' (epsilon +0)
(b) (10 +0)" (epsilon +1)(01 + 1)’ (epsilon + 0)
(€) (10+0)" (epsilon +1)" (epsilon +0)

(d) (100)" (epsilon +1)(01+ 1)’ (epsilon +0)
Write the regular expression for the following:
"The set of the strings over alphabet {a, b, c} containing at least one a and at least one b"

@) ca’(a+c)'bla+b+c) c’bb+c) a@arb+e)
(®) c'a’(@+c) bla+b+e)+c'bb+e) a(a+b+ c)
©) ca” (a+ c).b(a +b+ c)‘ c*b(b + c)' a(a+b+ c).

@ c'aa+c) ba+b+c) +ebb+c) a(a+b+c)

The reversal of the language L ={001,10,111} is :

(a) {111,01,110} (b) {100,01,111}

(c) {111,10,001} (d) none

(L") equalto:

© (") @ ®) 1 (d)none

The language generated by the regular expression (aa)' (b5)" b is
(b) g2np2ntl (a) (ab)*p (c)none of these.
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67.

68.

69.

70.

71.

(1°011°)" (0+ ) isequivalent to

(b) (0 +1)(1+10)" (@ (1+01)°(0+e)  (c)noneofthese
Which of the following identity doesn't hold?

(a) p+R=R+¢=R (b) ¢R=Ro=0
(¢) e+R=R+e=R (d) eR=Re=R

The language of all words that have at least one aand at least one bis
(@) (a+b) a(a+b) bla+b) +bb aa’

(b) (a+b) a(a+b) +(a+b) ba+b) a(a+b)

(©) (a+b) bla+b) a(a+b)’

(d) (a+ b) a(a+b) bla+ by

Letaand b be two regular expressions then (o' wp")" isequivalent to

(@) aub (®) pua) ©) @ ua") () (aub)'

If e; and e, are regular expressions denoting the languages L; and L, respectively, then
which is false?

(a) ()" isaregular expression denoting L'

(b) ¢isnotaregular expression

() (e )(e)is aregular expressiondenoting 4L,
(d) (¢;)(e,) isaregular expression denoting Iy U L

What is the regular expression defining the Janguage of all words with an odd number of b's
i

(a) a'b(a.ba'b)* a

(b) a’b+(a’ba+b) +a
(C) a# (a'b)‘ ao

(d) None of these.
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72.

13;

74.

75.

76.

(1+0)’ represents

(a) Set of strings over 1 and 0.

(b) Set of strings starting with 1 and ending with 0
(c¢) Set of strings with equal number of 1's and 0's
(d) Set of strings with even number of 1's and 0's

Whichoneis TRUE
(a) {1010}belongs to(10)" (®) 10)° =1" +0"
© ao)"=@"0"’ @ o)’ =1'0"

The R.E.=(10+01+11+00) represents
(a) set of strings with at least one 0 and at least one 1

(b) set of strings with even length
(c) set of strings with equal 0 and 1's
(d) All strings over 0 and 1
Regular expression generated by the following automaton is given as
a,b
= @.@ 4
a
(@) (a+b)ab+ aa). (®) (a+b)ab+ aa)‘a
(¢) € +(a+b)(ab+aa) a (d) e +(a+b)(ab+aa)
Regular expression generated by the following automaton is given as:
a,b
b
@
a
(@) (a+b)b+ab+aa)a (b) € +(a+b)(b + ab + aa)a

(©) (a+b)b+ab+aa) (d) e +(a+b)b +ab+aa)a
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71.

78.

79.

80.

81.

82.

Regular expression corresponding to the finite automaton drawn below is given by

(d) (0+0(1+10)"00)"

(b) (0+0(1+01)" 00)"

(€) (0+1(0+10)"00)°

(@) (0+1(1+01)°00)

The regular expression (1+00°T) + (1+001)0 +0+10°T)" (0 +10°1) is equivalentto

(@) (1+00'1)0 (10" )"’ ®) 010+10")"
(©)(1+00°1)(0 +10")" (d) All of the above.
Which of the following is regular?

(a) String of odd number of zeroes.

(b) Strings of 0's, whose length is a prime number

(c) String of all palindromes made up of 0's and 1's

(d) String of 0's whose length is a perfect square

The recognizing capability of NDFA and DFA

(a) must be same (b) may be different
(c) must be different (d) none of the above.
The intersection of the two regular languages below:

L=(a +b) aand Ly =b(a +b)'isgivenby
(@) ab(a+b) (®) a(a+b)'b
(©) (a+b) abla+b)" @) ba+bd)a

Which of the following regular expression over {0,1} denotes the set of all string not containing
100 as a substring?
* K ®

(@ 0' o+’ ®) o*101"  © 0'1010" (d) o’(1'0)
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83.

84.

85.

86.

The set all strings over {a, b} in which there are atleast two occurrences of b between the

two occurrences of a.
(a) a(bbabb)'a (b) 6" (b+ab)’ b
©) b +(b+abh) ab (d) None of the above.

Set of all strings over {0,1} having atmost one pair of 0's or atmost one pair of 1's.
@ "+ 01" +a"Hon' oo’ on) + 00 +©")+10)") 110 +10)
®) (1+01)" +(1+01) 0001 +01)" +(0+10)" +(0+10)" 110 +10)"

(©) (1+01)" +(0+10)"00(0 +10)" +(0+10)" + (1 +01)"1101 + 01)"
(d) None of the above,
Regular expression corresponding to the FA given below is

@ a"+ (ab+ a)‘ (b) (ab + a)'(aa +b)

©) (@'b+ba) (d) None of the above.

Which of the following closure properties hold for regular sets?

(1) If L is regular, then ;T isalso regular.

(ii) If L is regular setover y, then y* _ ; isalso regular over .

(iii) If X and Y are regular sets over 3, then X intersection Y is also regular over 3
(a) Only (i), (ii) and (iii). (b) Only (i) and (jii)

(¢) Only (ii) (d) Only (i)
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87.

88.

89.

90.

91.

92.

93.

94,

9s.

If L is an infinite regular language, then there exist some positive integer m such that any
string w e L whose length is m or greater can be decomposed into three part, Xyz, where

(@) w=xy'zisalsoinL foralli=0,1,2,3,. (b) | xy|is less than or equal to m.
(© |¥>0. : (d) All of the above.

If L is the language £(01"2), whatis h(L):

() aba ab (b) aab(ba)‘ (©) qab'ba (d a(ab). ba

The inverse homomorphism of a regular language is :

(a) notregular (b) regular (c)none

A homomorphism is a function from some alphabet £ to strings in another alphabet 2, . If

X= @y €5, then h(x)=Haha)...lay), andif L X, then h(L)={h(x)/xeL}.
Suppose 4 is the homomorphism from the alphabet {0,1,2} to the alphabet {a,b} defined
by: h(0)=a; k(1) = ab, and h(2)=ba Whatis h(0120)?

(a) ababa (b) abbbb (c) aaabb (d) aabba
If L isregular, then {x: reverse (x)in L} is also regular

(a) May or may not be (b) Yes

(c) No (d) None of the above.
Finite state machines....... can recognize palindromes

(a) may not (b) may (c)can't (d)can
Pick the correct statement. The logic of Pumping lemma is a good example of
(a) Iteration (b) Recursion

(¢) The divide and conquer technique (d) The Pigeon hole principle
Which of the following is not regular

(a) String of zero whose length is prime

(b) String of zero whose length is perfect square
(c) Set of palindromes over O and 1

(dAll

Pumping lemma can be used

(a) Whether two languages are equivalent
(b) To check whether a language is regular
(¢) To check whether a language is irregular
(d) None.
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96. LetL be aregular language defined are y*. Then
(a) index (R;)may be zero (b) index (R, )is finite
(c) index (R, )may be infinite (d) None.
97. Let £={0,1} and R be the relation defined on y*by (x,y) € R iff | x| -| y|=0dd ThenR
B
(a) not a right congruence (b) an equivalence relation
(c) aright congruences (d) none.
98. Let £ ={a}and let] bethe identify relationon y*.Let L = {€} U {a} U {aa}. Then index
(I)is
()3 (b) finite (c) infinite (d) None.
99. Isthere a finite automation which accepts all palindromes over {a,b}?
(a) No,but it cannot be proved. (b) No, it can be proved.
(c) Yes, but it cannot be proved (d) Yes,it can be proved
100. Which of the following sets is regular?
(a) {0271 |nz1} (b) {ww|we {a,b}‘}
(¢) {a® | p is a prime} (d) {a‘Q liz1}
101. Which of the following languages cannot be produced by a regular grammar?

(1) {a"p" :n=0}
(i) {a™b* :k > n>0)

(iit) {wwR :we{a, b}.}

(a) (i) and (iii) ® @)
(c) (i) and (ii) (d) All of the above.
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